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Even with the choice of an appropriate transport model, considlrable uncertainty
is likely to be present in the analysis of contamination risk. Application of groundwater X
transport models requires estimation of parameters which are both difficult to measure a
and spatially variabl.e, such as hydraulic conductivity and dispersivity. There is often good
reason to doubi the accuracy of the input data. For instance, if an analytical model
requires the spatial average of the hydraulic conductivity throughout the local area of the
aquifer, and the available data consist of only one or two slug tests, plus perhaps an
expert opinion, there is good reason to doubt that the reported best estimate of the
parameter accurately reflects the true mean value. Simply running the model in a
deterministic mode using the best estimates of the parameters may not provide sufficient
information for a decision, because the uncertainty in the analysis has not been taken into
account. For instance, if a deterministic application suggests no risk of contamination,
no information is provided as to the certainty of this conclusion.

The recommended alternative is to explicitly consider the uncertainty in the
analysis, through the use of techniques such as Monte Carlo analysis, Latin Hypercube
Sampling, or First-Order Second Moment analysis. Uncertainty enters the modeling
process in three ways: (1) through natural pararnetgr variability; (2) through measurement
error, whichi also introduces uncertainty in parameter estimation; and (3) through model •
error, representing uncertainty introduced by the degree to which the simplifying
assumptions used to develop a model fai! to accurately represent the actua; physical
procesces at the site in question. The first two of these sources of uncertainty c,;In be
analyzed separately. However, the data are nften insufficient: in such cases, the natural
and measurement uncertainty may be combined into one source of uncertainty through • *
the specification of the distribution of the parameter value.

The third source of uncertainty in the analysis is due to the degree to which the
transport mode! applied may misrepresent actual processes at the site, Examples of this
source of uncertainty include the sorption of contaminants to soil surfaces and
degradation rate coefficients. This source of uncertainty is very difficult to quantify, and
indeed may be impossible to quantify for specific sites, unless extensive sampling and
monitoring data ; -e available. The advisory system guides inexperienced users in the
model selection process, but cannot guarantee that the user will apply the models
correctly. A caveat is therefore appropriate: because the system is user-friendly, it may
tempt users that are not qualified to understand groundwater transport models to perform
an analysis and subsequently interpret the results beyond their experience level.

A Monte Carlo-type analysis, for example, requires that distributions be specified
for the underlying parameters having the greatest impact on contaminant transport.
Specification of a parameter distribution consists of two steps: (1) choice of a
distributional form, and (2) specification of the descriptive parareters of that distribution.
On the first issue, the choice of distributional form, the system does of necessity provide
some limitations. That is, for models which are expected to be used in cases for which
the impacted aquifer is at least moderately well-characterized, certain parameter
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distributions are constrained to follow specific forms, which are generally well accepted
in the literature. For instance, in some of the models the mean hydraulic conductivity U

must be specified by a log-normai distribution. However, even in these cases, a choice
is present in the paramneterization, :-s, the mean hydraulic conductivity may be directly
specified from the log-normal, or generated from underlying palameter distributions. In
general, where the parameters are at least moderately well known the choice of a
distributional form should not have a major impact on the results. In its present form, the
Advisory System incorporates the framework for Monte Carlo and First Order Second S

Moment analysis, but additional research is needed to develop the parameter distributions
and values for site-specific hydrogeologic conditions.

In addition to aiding in the choosing of an appropriate mathematical model for a
specific site, the Advisory System determines efficient or optimal remediation strategies.
The optimization routine evaluates tradeoffs between the long-term cost of remediation
and the probability the remediation strategy will fail. A chance-constrained optimization
model has been developed to determine the most efficient groundwater remediation
strategies. It is multiobjective and driven by probabilistic measures of contaminant
concentration in the groundwater surrounding the hazardous waste site. The chance- a
constrained model is used to determine the tradeoffs that exist between short-term and
long-term remediation costs and the probability that the remediation strategy will fail.

The development of an efficient, effective and reliable remediation strategy requires
a clear understanding of the site characteristics and the remediation actions implemented. a -
In addition, the optimal remediation strategy must consider tradeoffs between the
remediation cost and the reliability of the remediation strategy. By investigating these
tradeoffs, the decision maker can more accurately assess remediation needs, feasible
remediation strategies and remeuiation strategy effectiveness.

Long-term remediation costs depend on specific remediation considerations and
actions. Examples of possible remediation strategies include pulse pumping and
treatment, and continuous pumping and treatment. Potential cost savings are realized
by varying the long-term romediation action. The reliability of the long-term remediation
strategy represents the likelihood that contaminant concentrations within the groundwater
exceed specified maximums and are modeled as constraints. Using this methodology,
optimal groundwater remediation strategies are determined by minimizing the long-term
and short-term costs associated with the site remediation. The optimal remnediation

strategies are conditioned on the probability that the contaminant concentration at any
time does not exceed prespecified maxima. The actual concentrations at any specified
coordinates are calculated by solving the governing differential equations for groundwater -
c•,italninart fluw ini which kuy bite chafacteristict are expressed as randomn variables.
The resulting optimization model is solved using a second moment formulation combined
with Monte Carlo simulation, Although the results uf such an optimi ation are based upon
extensive physical data, recommendations should be confii -d with site-specific
hydro.i eologic investigations. p
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The actual advisory system introductory and help screens, prompts, menus, and
tabular and graphical aids have been captured as images and (although they are X.
displayed in color on the computer screens) are presented in the text in black and white
and/or gray tones. The resolution of these images is generally superior, as displayed by
the monitor screen. Nevertheless, the user should be able to follow the examples in the
manual clearly, and simulate them directly with the software package: extensive data sets
are provided for that purpose. The users manual for the UNIX version is also available
as an integral part of the software package.

The. final product of this project is a computer.based Air Force Installation
Restoration Advisory System Workstation for contaminant modeling and decision making.
This users manual, along with the first-year technical report, fully documents the Advisory
System, for iwo versions running under different operating systems: either The DOS or the
UNIX environments. This software can be used as an aid to technical project managers
within the U.S. Air Force Installation Restoration Program in developing and evaluating
possible remediation alternatives and managing ongoing remediation activities.
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SECTION I

INTRODUCTION

A. OBJECTIVES

Air Force needs for contaminant transport mathematical modeling and decision- 0

making, in terms of the predictive requirements of the Installation Restoration Program
(IPP), m~y at least be partially addressed by development of an interactive, user-
friendly computer-based engineering workstation. Background information on
Department of Defense environmental restoration efforts and, specifically, the Air
Force IRP is presented in the next setion. The principal element of the workstation 0
is an advisory system incorporating basic software to: define the magnitude, extent,
direction, and rate of movement of identified contaminants; identify significant public
health and environmental hazards of migrating pollutants; recommend candidate
remedial actions; maintain databases of model paramL.Lers, and accomplish other
sLIpporting tasks. The principal function of a workstation is to provide optimal and
&eificient support to its user regarding the tasks determined for the user/workstation
entity. Generally, this function can be divided into a !urMber of subfurictions which
are determined by analyzing the tasks performed by the intended users and the
hardware/software environments available. Important elements in this analysis are
determining the amount and type of data and establishing the level of synth6sis
required t.o adequately perform the required tasks. Furthermore, the various levels of
expertise of potential users must be determined and accommodated for in the
operating system to provide users with adequate assistance. This report constitutes
a users manual for both the MS-DOS (Microsoft Disk Operaiting System) version and
the UNIX version of the advisory system.

S

B. BACKGROUND

The legal mandate for the Air Force (AF) Installation Restoration Program (IRP)
is the Comprehensive Environmental Response, Compensation and Liability Act of S

1980 (CERCLA, known as the Superfund Act) and the Superfund Amendments and
Reauthorization Act of 1986 (SARA). Section 211 of SARA deals with the Defense
Environmental Restoration Program (DERP), of which the IRP is the primary
subcomponent (Reference 1). A 1987 Executive Order provided authority to the
Secretary of Defense to implement the Department of Defense (DOD) Environmental
Restoration Program v-iihin the overall framework of CERCLA and SARA. The
objectives of the IRP include "the identification, investigation, research and
development, and cleanup of contamination trom hazardous substances, pollutants,
and contaminants." The program is focused on cleanup of detected contamination
from past activities, but as noted includes research as well as development and

1
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demonstration of innovative and cost-effective cleanup technologies. IRP activities are

managed centrally in the Office of the Secretary of D~fenso and are carried out by the
Military Services and Defense Agencies. Ur r this agreement. the U.S. Air Force 5

retains the authority ,nd initiative for cleanup acdvities at its own installations.

The Air Force has established its own in-house menagement and technical
expertise for implementing the IFR.P, following a decentralized approach which places
emphasis and authority with the Major Air Commands (MAJCOMs) and, in turn, with
the individual installations under their jurisdiction (Reference 2). Several service
organizations support the implementation of the Air Force IRP: the Air Force Civil
Engineering Support Agency (AFCESA, HCI at Tyndall AFB, Florida), Armstrong
Laboratory Environics Directorate, Tyndall AFB, Florida, the Center for Environmental
Excellence (AFCEE, Brooks AFB, San Antonio, Texas), and the AF Regional Civil S

Engineer offices. Additional support is provided by the Air Force Material Command
(AFMC), which is responsible for the advancement and effective management of the
Air Force scientific and tecrinical resoirces. An Air Force Installation Restoratior
Management (AFIRM) Committee has also been organized to support the MAJCOMs
and review remedial action plans for complex problems.

The remedial action process is a progression of steps designed to fully analyze
and address site problems, grouoed functionally by stages, as follows:

1. Preliminary Assessment/Site Inspection (PA/SI) Stage, * *
2. Remedial Investigaticn/Feasibility Study (RI/FS) Stage,
3. Remedial Design/Pemedial Action (RD/RA) Stage,
4. Site Closeout (SC) Stage.

Figure 1 illustrates these four stages and 14 steps of the remedial action
process. The opportunity for application of contaminant transport models arises 5

primarily in the second (investigaticn) and third (cleanup) stages. Howeveir,
mathematical models may be used in the first stage in the case of unknown
subsurface sources of contamination: the most likely location of the source coula be
calculated from known field measurements of the edge of the plume - as part of the
discovery and preliminary assessment steps.

In the second stage, mathematical models may be applied to:

"" Estimate the rate and extent of contamination migration from several
sources (surface and subsurface);

"* Simulate current and future scenarios of contamination and potential
impacts at all locations of inteiest;

2
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a Evaluate the likely effectiveness of proposed alternatives for remediating
the impacts of released contaminants;

o Perform risk analysis, accounting for uncertainty in predictions, to assist
in selection of the best remedial strategy.
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In the third stage (cleanup), models are useful in designing the remedial
strategy: the optimal strategy should be cost-effective. Models do not reduce the
need for good quality site-specific data: they help determine data needs, make better S

use of available data, and refine the data collection (monitoring) process to insure
compliance with cleanup goals.

The Air Force Center for Environmental Excellence (AFCEE) at Brooks AFB (San
Antonio, Texas) operates the technical information management system (IRPIMS) for
Air Force IRP sites. It is one of the contract support centers for investic.tive studies.
It can provide technical consultation, field monitoring, sample analysis support, and
has developed programs on site ranking and Quality Assurance/Quality Control
(QA/QC).

C. OVERVIEW AND COMPONENT MODELS OF THE ADVISORY SYSTEM

A flow chart illustrating the design of the workstation Advisory System is
presented in Figure 2. The user/analyst interacts with a module that controls the flow
between the various elements of the system. For example, to the lnft of the system
manager are modules that access stored data (site-specific data, regional data, data
on model input parameters) and preliminary screening modules (to rank the severity
of contamination at the site under investigation). To the right of the manager module
is a transport model selection module, named the CHOICE algorithm, discussed in
greater detail below. It essentially aids the inexperienced user in selection of the _

solute transport model most appropriate for the site hydrogeology and method of
waste disposal. After 'the appropriate selection is made a plume is predicted and a
cumulative probability distribution of contaminant concentration is derived at any
desired point in the flow field. The amount of variance in the prediction indicates the
degree of uncertainty, which can be reduced by additional field sampling. The next _

step is optimizing the remediation process, providing a framework for evaluating
rernediation alternatives and implementing a solution at minimal cost and
environmental risk. An algorithm to select remediation alternatives has been
developed. Details of the optimization process are presented in a technical
supplement (Appendix I.). If further relevant field data is available, the cycle of
transport modeling begins again, to possibly reduce the variance in the predictions.

1. CHOICE, Algorithm for Model Selection

Ultimately, the management of any system means making decisions aimed at
achieving the system's goals without violating specified technical and nontechnical
constraints imposed on it (Reference 12). The objective function is to minimize costs

and maximize the effectiveness of remediation, which can also be expressed as
minimizing the probability of failure. This probability of failure may be defined as the
probability of exceeding a regulatory standard.

4 + _13
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b. Semianalytical Model
i. Two-Dimensional Complex Velocity Potential Model,
i.RESSQ (Reference 16).C lVc Pea l

c. Numerical Models -
i. Method of Characteristics Model, MOC (References 21, 1

22 and 23).
ii. Random Walk Solute Transport Model, RWALK

(Reference 24).
iii. Modular 3-D Finite Difference Groundwater Model,

MODFLOW (Reference 58).
iv. A Finite-Element Simulation Model for Saturated-

Unsaturated Fluid-Density-Dependent Ground-Water Flow with Energy Transport or
Chermical-Reactive Single-Species Solute Transport, SUTRA (Reference 60).

v. Computer Model of 2-D Contaminant Transport under 5
the Influence of Oxygen Limited Biodegradation in Ground Water BIOPLUME II
(Reference 59).

Several investigators have compared the performance of numerical codes to
analytical solutions, benchmark data sets and real site applications (References 25,
26, 27, 28, and 29). The algorithm for choosing among the numlerical codes is based,
in part, on such comparisons. Another version of the algorithm is under development,
capable of selection of transport models used to predict the effectiveness of
alternative remediation schemes, optimizing for cost/effectiveness. In essence, the
first algorithm suggests a model or models for the initial transport prediction: the •
second will provide guidance on the rernediation method, and this may in turn require
selection of another transport code.

The user responds to screen queries about whether analytical solutions are
known to be appropriate or inappropriate (in the latter case, whether the region
modeled is homogeneous or heterogeneous). If the complexities require a numerical
model, tho algorithm then jumps to that branch to select between the two available
numerical codes. The flow charts identify the model recommended as a result of
certain user responses: whether the subsurface waste disposal method is a landfill,
a wastewater lagoon or spray irrigation; whether the flow is radial or not, whether the
Dupuit approximation is valid or not; whether single or multiple sources are involwvd;
whether full penetration analysis is adequate; whether regional flow is important or
I not. For example, the algorithm checks if a particular solution applies: if the usel
iesponds in the affirmative that flow in the region is strongly affected by pumping
wells, then semianalytical (complex velocity potential) methods or complete numerical
methods would be indicated as more appropriate than models based upon analytical
solutions. In the case ol selecting a numerical model, the w;er is prompted to ruspoi-Ud
to queries about grid size, longitudinal and transverse dispersion, whether the flow is
parallel to the grid axi's, whether storativity is significant, and whether any part of the
aquifer changes from confined to unconfined flow or vice versa.

7
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D. SCOPE OF THE USERS MANUAL

Although separate versions of the software are provided for the DOS and UNIX a

versions of the advisory system, and separate sections (111 and IV) in this report describe
a users guide to these versions, there are more similarities than differences between
theem. For example, both systems execute virtually the seme models: the user interfaces
and output formats vary to exploit the advantages of each operating system. Operating
system considerations of more interest to programmers, such as the modular design of
the software package and a file linkage guide, are discussed in Section V.

A workstation may include both surface and groundwater models, aimed at
developing alternative rernediation strategies for polluted surface and groundwater
systems, and at designing the technical details of a preferred remedial action. The S

current versions of the modeling system support the following tasks:

1. Data management and analysis
2. Site characterization
3. Source identification
4 Plume delineation
5. Contaminant transport analysis
6. Risk analysis
7. Evaluation and optimization of potential remedial action alternatives,

compliance monitoring, and sampling strategies. • •

When installed, its hardware components should include:

1. Graphics capability
"2. Peripherals (e.g., printer, mouse)
3. Communication links (optional)
4. Storage devices

In designing the workstation, a flexible architecture was necessary for efficient
updating, maintenance, and expansion of hardware and software. In addition, an
operational support structure needs to be implemented for system maintenance and to
provide user-application support. Finally, as an integral part of the organizational
workstation environment, a continuing technology transfer program should be developed
to include general introduction courses, various levels of oni-site hands-on training, and
roving experts visiting the different workstation locations on a regular basis.

8S
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SECTION 11

INSTALLING THE ADVISORY SYSTEM

A. THE DOS ENVIRONMENT

The advisory system is supplied as a collection of a large number of executable
files, DOS batch files, data files and utility files. These files (in compressed format),
currently require four double-sided, high density (1,44 MB) 3.5-inch floppy diskettes,
including an executable installation program (INSTALL) residing on Disk 1. The contents
of these diskettes are intended to be loaded to a fixed hard-disk drive. When these files
are uncompressed they occupy slightly over 12 MB of storage space. Therefore, at least
this amount of free space must be available on the user's workstation or personal
computer. It is important to note that your computer must have already been loaded
with the DOS device driver for extended graphics. If this is not the case,
DEVICE=C:\DOS\ANSI.SYS should be added to the CONFIG.SYS file (usuallly, the
operating system resides under the DOS subdirectory), and the computer re-booted in
order to take advantage of all the graphics capabilities of both the computer and the
software package, before even invoking the installation program, It is also highly
recommended that a numerical coprocessor be installed on the hardware. Otherwise,
the user will be waiting a long time for the results of the numerical prediction models and
the stochastic simulations. Other technical programming considerations not essential for
system installation purposes are discussed in Section V. S •

Loading is accomplished automatically by placing Disk 1 in any 3.5-inch drive,
switching to that drive (from which the advisory system will be loaded to the hard disk
drive), then typing INSTALL at the prompt. The user should then follow directions
supplied by the installation program for information on the desired drives and
subdirectories, etc. The installation program prompts the user for each of the other 3
diskettes at the appropriate time. Figure 1 displays the introductory screen of the
installation program. Creating a separate directory on the hard drive for the advisory
system is highly recommended. Therefore, a PATH must be specified so that the
computer operating system can access your DOS library. Entry to the groundwater
modeling syslem is obtained by invoking a batch file: GW.BAT. The user can readily
create an access route to the advisory system from the main directory. For instance, if
the system occupies a sub-directory named AFGWADV on drive C: the user can create
a batch file to initiate the system as follows:

C: S
CD\AFGWADV
PATH-=C:\DOS;C:\;
GW

n•5
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where for "C:\DOS" the user should substitute the name of the directory containing the
DOS library, and "C:\" is the root directory. The user may also want to edit the path K
statement contents in the AUTOEXEC.BAT file to include the AFGWADV subdirectory.

Exit from the system is accomplished by selecting Option 7Z" in the Level 1 menu,
which also cancels the current screen attributes.

U.S. Air Force Armsstrong Laboratontj (APNC)
Enuiron~ics Dliusion

AL/EQV Tgndall WD, ML 32163-5323

Deurnloped byj
Dr. Nigu~el A. Mledina, Jr.
Dr. Timothyj L. Jacobs
Box 9E287
Dept. oid Civil and Environmental Engineering
Duke Universityl, Durham. N.C. Z7768-0207
Tel. (919) 660-5195 ;FAX. (M919 660-5219

tress ZBTER to Continue

Figu.re 3. 1 [I rit 1 I y 1-t "I I~~ Iui '~qr~i 0~ ýý)M1P

B. THE UNIX ENVIRONMENT

Installation of the UNIX version of the advisory systemn involves six steps and can
be accomplished via INTERNET transfer of the Advisory System source files. The UNIX
version of the Advisory System requires the use of Open Windows version OS 2.1.1 or
greater and a standard FORTRAN 77and C compiler. The UNIX version of the Advisory
System requires 26.7 MB of disk space and includes all s-ource code, graphics files,
data input files and executable files. However, this memory requirement does not
include space requirements for Open Windlows and the FOR7RAN 77 and C compilers.
Three mak-eflles are Lsed to install the Advisory System. Each of these files providesI
compilation rinstructions for many subroutines included in the source codle. Theso
installation instructions assume tne User is familiar with tho basic commands and tools

L(
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of the UNiX operating system. 0
U)

Each of the necessary installation steps is described in detail below. Throughout 0
.:ie instaiation instructions, the UNIX operating system prumpt is defined as "%>".

1. To begin, 10 subdirectories need to be created within the directory where the
system will reside, for example 'gwadv". Create the subdirectories listed
below using the "mkd;r" command. First create the directory "gwadv" in the
home directory using the command.

%>rnkdir gwadv

Once the directory "gwadv" is created, move into that directory using the "cd"
command:

%>cd gwadv

Now create the following subdirectories within the "gwadv" directory:

src
monca
graphics
modflow
sutra • 0
graphic•./src
graphics/demo
graphics/util
rn icdflow/src
suira/src

2. The second step in the installation process is to copy the source codes and
makefiles for the Advisory System into the appropriate subdirectories created
in step 1. Table 1 contains a list of all the sour ce code files and makefiles
used oy the Advisory System. Each of the files can be copied from the tape
drive or floppy disk using the "cp" command or over the INI ERNET using the
file transfer program ("ftp"). The user should consult the workstation guide for
directions on copying from Iloppy disks or tapes to the hard drive.

3. Create th:• object file "syscallo" file using the "make" command:

%>make -f makefilel

The makefile wiil automatically compile the appropriate files and place them in
the proper subdirectory.
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4. Create the graphics object files in the subdirectory "graphics" using the "make"

comrrand:

%>make -f makefile2

Again, the file compilation and organization are automatic.

5. Compile each of the FOR'RAN subroutines using the following two commands:

%>chmod 755 makeiile.bat
%> makefile.bat

6. The Advisory. System is now installed and should be ready to execute. To start I

the Advisory System, type the command:

%a> gwadv

Other technical programming considerations not essential for systen I installation
purposes are discussed in Section V. Specific model use instructions are provided in
Section IV.

12
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Table 1. List of UNIX Version Source Codes and Make-files

FORTRAN SOURCE CODES under /gwadv/src:]S

epasf2.f p!,emoc.f rndwlk.f epasf3.f premoc3.f
ansi.f epasf4.f Igrd.f preodast.f scen.f
att.f Itird.f preres.f scrnc.f attn~f
pretdast.f choice.f odast.f prewaIk.f preltird.f
tdast.f he p1 .f psthlp f dupvg.f help2.f
plum2d.f ran.f epagwl.f help3.f plum2d2.t
epagw2.f help4,f postpltJf relib I d.f apasf 1.f
rwalk2.f help5.f gwadv.f paramAf ressq.f

FORTRAN SOURCE CODES under /gwadv/Monca:a

MOCMC.f cov.f mainn.f parlodmc.f premain.f move,f velo.f outpt~f

GRAPHIC SOURCE CODES under Igrpahicslsrc:

Dlvax.m4 grclos~m4 grfi13.mn4 grlinl.m4 grply3.rn4 outpt.m4
GPR.m4 grcol2.m4 grillip.m4 grline.m4 grprnr~m4 parlod.m4
Grde44.m4 grcol3.m4 grgrey m4 grloct.m4 grscal.m4 postdast.m4
Grdeml.m4 grcolr.m4 grgril.m4 grmesg.n14 grscpt.m4 postepa.m4
Grdem2.m4 grcon~l.rn4 grgrid.rn4 grmode.m4 grsfa-.m4 postplt.m4'2Grdem3.m4 grcont.m4 glrinit.m4 grmon2.m4 grsset.m4 project.rn4
Grtest.m4 grctrl.m4 grinpa.m4 grmon3.m4 grsymb.mL4 relibld2.m4 a
MOC.m4 grcube~m4 grinpf.m4 grrnovl.m4 grthrl ,,,A nda't.m4
SGI.m4 grcurs~m4 grinpi.rn4 grrnov2.m4 gr!.ite.rn4 grklst.m4
grcutt.m4 grkeyl~m4 grmov3.m4 griime.m4 statis.m4 Xnewsys.c
gralst.m4 grdash.m4 grlkey2.m4 grmovy.m4 gi'rari.m4 syscall.c
granot~m4 grdrw2.m4 grkey3.m4 grnear.m4 tqrvalu.m4 graiphic.m4
grdtrY3.m4 grklil.m4 grperl.m4. grvecl.m4 graxes.m4 grdump.m4
grklin.rn4 grpers.rn4 grvect.m4 grcfil.m4 grercor.rn4 grcomn. nc
grplst.rn4 grcler.rnl4 grfil2,m4 grkpla.m4 grply2.m4

MAKEF!LES:

makefile rrakefill makefil2 makefile.uai
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Table 1. Lit of UNIX Version Source Codes and Makefiles (Cont'd)

FORTRAN SOURCE CODES under /sutra/src:

main.f mgenrec.f presutraJf subs2.f
rngenrad.f pbcgen.f subsi .f usubs.f

TE XT files under /graphics:

grafio~doc _____

FORTRAN SOURCE CODES under /graphics/util:

*Newsys.m4 a

FORTRAN SOURCE CODES under /rnodflow/src:

basi .f dr1 .f ghbl .f modint.f rivi .f strI .f
bcf2.f evtl J ib I~ pcg2.f sipl.f utll.f
chdl.f gfdl.f mainl.f rchl.f sorl.f well.f
premod.m4 premod.inc

TEXT FILES under /gwadv:
---- ------- n---- ---d --- n ---- ---d ---u ---- ---d---u ---- ---d---- ---- ---d
moc7.d rnwal2.d rnwal9.d sutral .d sutra9.d odast2.d

moc ,Id rnwa[3.d sutr1 O.d sutra2.d tdastl.d pluryil.d
moc2.d rnwa14 d sutri 1 .d sut~a3.d tdast2.d riioc6.d
moc3.d rnwai5.d sutrl 2.d sutra4.,d ~itr1 5.d reSsq3.d
rnoc4.d ressql d rnwal6.d sutr13.d butra5.d rnwal8.d
moc5.d ressq2.d rnwal7.d sutrl4.d s utra6. d sutr7.d
makefile.doc



SECTION III

USERS GUIDE FOR THE DOS VERSION

This section provides a detailed guide to the use of the Advisory System, as
presently implemented, in the DOS version. The intended audience is a user reasonably
familiar with the general theory of contaminant transport in porous media and the DOS
opeli ting system, but who may not nave experience with a given transport model. The S
general structure of this section is as follows: first, a "generic" guide is provided to the
use of the system, which will be generally applicable regardless of the particular
contaminant transport model chosen, presented in subsections A, B, and C. The
subsequent sections present more detailed information on particular models, including
a model selection algorithm, CHOICE. 3

For each model, notes are provided on: the applicability of a given model, the

inherent limitations of a particular modeling approach, data preparation and output.
Four applications of specific models are presented in subsection Ill(G).

A. STARTING THE SYSTEM

It is assumed that the system has been properly installed, according to the
instructions provided in Section II(A), on a fixed disk drive in a properly configured
personal computer or workstation. Switching to the appropriate subdirectory containing * *
the software package, the system is then started by simply typing 'GW'. This will result
in an introductory screen ideiitifying the current version the system (Figure 4), followed
by a symbolic demonstration of contaminant transpo1 c",nd remediation.

B. FILE MANAGEMENT

.1 The first task is identifying the site being studied, and setting up the needed disk

files. Beyond the introductory screen and demonstration, the user is presented with the
menu shown in Figure 5. Option 1 provides a simple introduction. If the site indicated
is a previously analyzed site (Option 2), the system will locate all existing files. On the
other hand, if the site is a new site, the system will check to make sure that files with the
user-supplied names do not already exist. Appropriate options will be presented if these
conditions are found to be violated. For a previously analyzed site, the user i. prompted
to select a file name fr m the existing data files. The user needs to fill in a 7-character
tile name which incluues the site name and model ID. The latter should consist of 2
digits, and the sit. name should consist of 5 letters. The site name and model ID are S

used to identify files associated with the site and the model applied previously La that
site. The use; then goes to Level 1 and Option E ( Analyze a previously analyzed site).
Figure 6 provides an example for a previously analyzed site.

1.5
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Figure 4. 1 itroducLory Screen

anwThe new site analysis option obviously provides the user with the option to begin
anwanalysis. It can also be chosen to reanalyze a site with completely new data. The

user need~s to enter a five-character site name. After entering the site namne, this option
is completed by entering a header, identifying the analyst, date, and title of the project.
The system then proceeds to Level 1.

Option 5 is provided so that those without experience in the operation of the
* system can avoid having to create data files on the system. The system uspEs default site

name 'PRIOR' to creat the necessary input and output files.

Cm Level I. Masiter Menu

After setting uAp the files, the system proceeds to Level 1, which controls the
pathways to the whole system. Upon accessing Level 1, a selection menu will be
displayed (Figure 7).

1 6
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I 1. Irla'oduclon

2.•Analyze a previously mnazed sIte.

3. New sne annil-•Is.

4. QuIt L

5. Gu dimeulty lu tile steal level, Levt'l 1.

ushig detout Pile names,

Figure 5. Level. 0 Options

lo'lume in drive C is DOSS-O
Uolume Seriil Mumber is 1BF4-23E p * -
Directory of C:NUS(JF'DAT

DUPIJUG0.DAT EPFRASO.DAT E2'ASFO6.DAT HILL1OI.DAT HILL109.DAT
LT ID107.DAT M0C01899.DAT M)CU309 .DAT MODCMC53. 1•AT MOFFEI, DAT

IrDVir'IC1.DAT ODASTOIDAT PLLMC3. DAT PJIIJME3.DAT MESSIW. DAT
RIKLX10..DAT TDASTOZ.DAT LSEOV51.DAT PHI0E,2.DAT I IILMS 1. DAT
TDAMCS2.D(T RTODTT --

22 f11c(s) 411350 bytee
32931B44- bytee free

Enter rom of data file (7 chars)---->XXXW, MYT

Figure 6. An Example of File Management

The options presented here are divided into two categories: "Advisory support" and
"File Utilities." The utilities are self explanatory, and helpful foi file management. The
option of advisory support opens the gates to either a prelirninmry analysis or access to
all the other models. Figure 8 illustrates file utilities.

17
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ADVISORY SUPPORT

A: LeGrand Method for Preliminary Analysis

B: Impact S&enario Deilnitlon
C: Algorithm for Model Selection, CHOICE
D: Direct Selection of Model

E: Analyze a Previously Analyzed Site

O: Uncertainty Analysis and Optimization

FILE UTIUITY

L: Display Directory of Data and Output Files 5
P: Print Current Oulptil File

S: Scroll Output File to Scroen

T: Use MS-DOS Editor to View Output File
R: Start New Analysis: Goto Level 0

Z: Abandon Analysis: Exit to LOS

Figure 7. Menu for Level I *

D. Preliminary Analysis

In many cases it may appear to the analyst that a proposed site is so poorly
situated that it cannot be analyzed with detailed modeling. In other cases, some sites
may need preliminary analysis to evaluate the hydrogeology and provide a guide to
further data collection. To formalize this subjective process we have provided for
prelirnmnary analysis using the LeGrand method. In most cases, the first stage of analysis
should thus be to apply this model (Option A): further details of utilizing the LoGrand
method are presented below. a

In the early stage of site investigation, project managers usually lack the
manpower to conduct detailed modeling analyses of all sites that may have a potential
effect on groundwater, In some instances a proposed site will have such a poor
hydrogeologic setting that a preliminary analysis is necessary to guide the further
investigation. Conversely, some cases will have such a low degree of contaminatri
severity and potential risk of contamination that a site could be passed without detailed
modeling. Often such decisions are made subjectively. However, it is safer and more
desirable to establish formal criteria for the bypassing of detailed modeling on a given
site.

I S
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In the advisory system, criteria for this preliminary screening may be formalized 0
by use of the screening analysis developed by LeGrand (1983), which requires only
readily available site-specitic data. This approach is essentially a numerical rating system
for evaluating the potential of ground water contamination fromn waste disposal sites. The
system focuses on weighting four key geologic and hydrologic characteristics in tile
vicinity of contamination sources. The key parameters used are: 1) distance to a water
supply or perimreter of compliance: 2) depth to water table; 3) hydraUic gradient; and 4)
parmeability-sorption, as indicaied by the geologjic setting. In a second stage, attention
is paid to the type and severity of the generalized contaminants associated with the use
of the site. Weighting and integrating the site and contaminant characteristics then yields
a numerical situation rating.

The LeGrand method may he used to evaluate hydrogeology alone, or extended
to include consideration of the type of waste disposal site (PAR rating). When both
analyses are undertaken these are combined to provide a combined situation rating. This
combined situation rating can be used for the preliminary decision. Output of the model
includes a shorthand summary of the analysis, as in the following example: 0

Description 21- 3936ABWD -r-E
PAR 18 5

+3 -±1 1- 4-4E

MIR
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The first line given above (Description) summarizes the analysis of site hydrogeology.
Higher numbers here (on a scale of 0-9) indicate less favorable characteristics, so these
may readily be identified from the description. In the analysis given above, the entries a
in the Description line indicate the following:

21 Total rating (sum of next four digits)

3 Distance from source to point of impact.
9 Depth to water table.
3 Water table gradient.
6 Permeability-sorption,
A Letter identifier of permeability-sorption.
B Degree of confidence in estimates.
W Indicates measured in relation to a well.
D Special identifier,

+ E Hydrogeologic grade.

In this case, the hydrogeologic rating is in the poor range (E) because the total
rating is > 20. Analysis of the digits shows that the most important factor contributing

to this poor rating is the depth to water table below the coniamination source. The
second line (PAR rating) is obtained from a hazard potential matrix, In this case higher
values indicate decreasing contaminant severity and/or decreasing aquifer sensitivity. The
combined situation rating is then obtained by subtracting the PAR rating from the
hydrogeologic rating.

LeGrand's method has been directly interpreted into an interactive programi for
inclusion into the system. Preliminary juagment is then based on the following criteria
(which may be altered): for a combined situation rating of < - 8 a site is judged
probably acceptable, without further analysis, while for a situation rating > +4 a site S

is judged probably unacceptable. In the uncertain range from - 8 to + 4 further
modeling is recommended with actual transpnrt models.

The great advantage of the LeGrand method is thus in providing a standardized

weighting system that is broadly applicable, yet quick nnd easy to apply. Such analysis
does not form the basis of a final recommendation, except in the extreme cases of very
low contamination probability or very high contamination probability. The LeGrand
method provides an effective means of identitying such cases, However, in all cas_,s the
user is free to proceed to more detailed analysis through actual modeling of contaminant
transport. For instance, even where a very low probability of contamination is indicated
by the Le'Grand analysis, the user may wish to proceed to mor. detailed modeling if the
contaminant in question is particularly hazardous.

The LeGrand method is carefully designed to have a wide degree of applicability,
arid will be an effective tool for preliminary analysis in most situations. Its effectiveness

2 (.)

IS

S 0 S 0 S 0
-i



S

is limited primarily by the fact that it is designed as a preliminary analysis tool, and,
probably in the majority of cases, the model will not provide a definitive answer. The .)
user should of course realize that the method treats site hydrogeology in only a 9
generalized manner. Where more specific details of the hydrogeology are known, the
user should take these into account in analyzing the model results.

Data input 'or the LeGrand method is interactive. The user may choose to rate
A" site hydrogeology only (Stage 1) or continue analys~s with consideration of the PAR a

rating (Stage 2). On completion the user has the option of re-analyzing the site. It will
often be desirable to rate a site in regard to several different potential points of impact,
and with consideration of varying degrees of engineering modifications.

In Stage 1 the following data are requested:

Step 1.
Choose distance on ground between site and nearest water supply (or specified
boundary) from the following choices.

---- ---- ----- ------ ------------ ---- ----..---- --- ------- ---- -- ----

(feet) (meters)
0 > 6200 ft. > 2000 m
1 3100-6200 1000 -2000
2 1001 -3100 300-999
3 501 - 1000 150-299 * *
4 251-500 75 - 149
5 161 -250 50-74
6 101- 160 35 -49
7 61 - 100 20-34
8 31 -60 10-19 a
9 0 -30 0-9

When the water table lies in permeable consolidated rocks, 6 points are allotted on
the distance scale; in poorly permeable rocks, 4 points are allowed. S

Step 2.
Estimate the shallowest depth to the water table below the base of the contamination
source more than 5% of the year from the choices below.

"i I.

S D S 5 0 0 5 O • nf



(feet) (meters) M -
0 > 200 feet > 60 meters
1 91 -200 30-60
2 61 -90 20-29
3 36-60 12-19
4 26-35 8-11
5 16-25 5 -7
6 9-15 3-4
7 3-8 2.5-1.5
8 1 -2 1 -0.5
9 <1 <0.5

When the water table lies in permeable or moderately permeable consolidated rocks a

6 points are allotted - in poorly permeable rocks 4 points are allotted.

Step 3.
Choose the most appropriate description of the general water table gradient from the
following table: S

0 Gradient away from all water supplies that are located
closer than 1000 meters from the site.

1 Gradient is almost flat.
2 A gradient of less than 2% exists towards the water . *

supply, but this is not anticioated direction of flow.
3 Gradient less than 2% towards the water supply, and this

is the anticipated direction of flow.
4 Gradient greater than 2% towards the water supply, but

this is not the anticipated airection of flow.
5 Gradient greater than 2% towards the water supply, and

this is the anticipated direction of flow.

Step 4.
In step 4 a digit and letter identifier describing permeability-sorption
for the site is chosen from Table 2.

Step 5.
Indicate degree of confidence in accuracy of values:
A: Confidence in estimates of values for the parameters

is high and estimated values are considered to be fairly accurate.
B: Confidence in estimates of values fur the parameters is fair.
C: Confidence in estimates of values for the parameters is low and

estimated values are no- to be considered accurate.
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Table 2. Selection of Permeability-Sorption Indicators for the LeGrand Model
(for unconsolidated material) A)

material clay 'clay with sand sand clean clean
more with 15- with less fine sand gravel or
than 50% 30% clay than 15% coarse
sand clay sand

category I II I tl I II I II I II Ill

thickness 0A OA 2A 2A 4A 4A 6A 6A 8A 8A 9A 9A
> 95 (in ft)

75-94 OB 1C 1D 2F 3E 4G 5F 6E 7E 8E 9G 9M

60-74 0C 2C 1E 3D 4D 5E 5G 6F 7G 8F 9H 9N

46-59 OD 3B 1F 4C 4E 6C 5H 7D 7H 8G 91 90

28-45 OE 4B 2D 5B 4F 6D 51 7E 71 9D 9J 9P

10-27 1B 6B 2E 7B 5C 07C 5J 8D 7J 9E 9K 9Q

< 10 2B 8B 3C8C 5D 9B 5K 9C 7K 9F 9L9R

For bedrock at land surface, use 5Z for category I, 9Z for category I1.
Category I - unconsolidated material overlies shale or other poorly permable rock. I S
Category II - unconsolidated material oveilies permeable consolidated rock (fracturedc
or jointed igneous or metamorphir -o,.ks, cavernous carabonate rocks and faults).

Step 6A.
Distance from contamination source is measured to: p

W: a well,
S: a stream or perennial spring.
B: a property boundary or perimeter of compliance.

Stop 6B.
Up to two additional letter identifieis may be selected
from the following list:

C : SPECIAL CONDI-IiONS REQUIRE THAT A COMMENT OR EXPLANATION BE
ADDED TO THE EVALUATION.

D: CONE OF P-UMPING DEPRESSION NEAR A SO• RC O, 0 CONTAM INATION.
THIS MAY CAUSE DIVERSION TOWARD PUMPED WELL.

E: DISTANCE RECORDED IS THAT FROM A WATER SUPPLY (OR BOUNDARY)
TO THE EDGE OF AN EXISTING PLUME RATHER THAN ORIGINAL
CONTAMINANT SOURCE. SI

SS
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F: SOURCE IS LOCATED ON A GROUNDWATER DISCHARGE AREA, SUCH AS A
FLOOD PLAIN, WHERE MINIMAL GROUNDWATER INTRUSION IS EXPECTED.

K: SITE LOCATED IN KARST TYPOGRAPHY, OR IS UNDERLAIN BY CAVERNOUS
LIMESTONE.

M: MOUNDING OF THE WATER TABLE BENEATH A CONTAMINATION SITE -
COMMON BENEATH WASTE SITES WITH LIQUID INPUT.

P: PERCOLATION MAY NOT BE ADEQUATE FOR SITE. THE PERMEABILITY
-SORPTION DIGIT SUGGESTS THE DEGREE TO WHICH PERCOLATION MAY
BE A PROBLEM, A DIGIT OF 3 OR LESS BEING A SPECIAL WARNING OF POOR
PERCOLATION.

Q: DESIGNATES A "RECHARGE OR TRANSMISSION" PART OF AN EXTENSIVE
AQUIFER THAT IS SENSITIVE TO CONTAMINATION. MAY BE SUGGESTED BY A
HIGH VALUE ON THE PERMEABILIT-Y-SORPTION SCALE.

R: 1ADIAL. OR PARRAL RADIAL FLOW FROM A HIGH WATER-TABLE POSITION. -
(I-W0 OR MORE SITE RATINGS MAY BE NEEDED).

T: INDICATES THAT THE WATER TABLE IS IN FRACTURED OR CAVERNOUS ROCK.
Y: ONE O01 MORE CONFINED (ARTESIAN) AQUIFERS UNDERLIE THE WATER

TABLE AQUIFER.

In the:ge 2 ,f the LeGrandT nrialyis the user must enter information relating to the
cofll i'•rm , It suvz.. i alid aquif•r ser,..,tivity. This information is best read from the PAR
matrix d!-`.'rarn pitvided in LGrand (i983). However, the option is also provided to
c,.>tim'te Ihose value:; in response to a series of queries,

E. ACCESS TO MODELS

n , _ss to contaminant transport models is provided by requesting assistance in

inodt'i ý,electitn (the Choice algorithm) or by direct model selection by the user.

1. Model Selection Algorithm

",h-e objective of the Choice Algorithm is to consider a wide range , 'iunriwater
• l,,.elnoir situations, and, in each case to determine whether there 1', , ppr);u)i ate

.inaioical solution available with which Monte Carlo analysis of the risit, 1(',,., ik vdv th
'lhe site can be analyzed. Where such a solution is not available, in son ., i..
analytical methods will be appropriate for preliminary analysis. Otherw" w', , ay nieed
to ptoceed to more complex numlerical models for analysis of the -sit..

The introductory iuruun of the Choice Algorithm is illustrated in Figure 9. The logic

employed in this algorithm is given in detailed flow chart form in the first tuchnical report
(Medina arid Jacohs, 1993). The first menu of the algorithm is presented in Figure 10.
If the user selects choice 5 from the menu, the next screen (Figure 11) prompts the user
for responses in order to determine if analytical solutions are inadequate.
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11.S. Air Force Engineering and Services Laboratory
Envlronic•a Duieion

A EW.4IBDU ?ustol FtB, 32493

Developed by . Dr. Higuel A. MadinaN Jr,
Dr. TImaathy L. Jacobs
Duke Univeratyi
Departrnt of Civil and
Environmental Engincering

Freas MltfI to Continue ... -

Figure 9. Choice ALcjerlthiu

This module aid. in sulection of a nodal appropriate for
the site ijdr• goiolg and method ot disposal of the wastes.
It is applicabie for either deterministlc or Monte Carlo
analysis of the coutamluatimn risk. TIm uslection process
evaluates modls based upon analytical. smI-ana•iytical and
fullj vuaerical molutions to the guverning oquatlons,
subject to appropriate initial and bound"ru conditions.
The selection of mo=dels may be accomplished with available
data or qualitative information on the waste site.

IETEN yoar selctitun:

Figure 10. First Menu of CHOICE Algorithm
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CHECY if AMfALYTICAL SOLUTION is clearly inappropriate
according to currently auailable data. r

1. The horizontal extent of the region ot interest in the
aquifer is )KIOU to be near (say 258 ft.) to a distinct
hydrogeologic boundary, such as an intersecting riuer, S
aquitdrd or distinct inhomogencitg it the medium.

2. The region of interest is in an aquifer that is distinct
from the aquifer directly affected by the site. For
example, a site may impact a shallow ater table aquifer.
while the region of interest for modeling is in an
underlying system separated by an aquitard.

3. Contaminant of interest is an immiscible liquid in watery
or has a specific grauitU significantly different from
that of mate-

4. Flow in the bicinity of the site is strongly affected by.i
pumping wells or other hydraulic controls. .

5. Impacted aquifer is a fractured rock system.
5. Source input must be treated an a slug injection.
7. IIWIE Or TM1 ABDUE apply. A

ENTEH your selection:

Figure 11. Query On Applicability of Analytical Solutions

If the user responds with choice 4 (flow strongly affected by pumping wells), then
models based upon analytical solutions are clearly inappropriate, and the next screen

checks for the utility of semianalytical solutions.

Check for utility of semi-inalytical solutions:

1. Aquifer can be characterized as not drastically •-

inhomogeneous in region of interest, but way be

affected bh constant head boundaries or pumping
wells. Sources meay be points, ponds or wells.

2. Systems other than as dcscr'ihed in 1.

ENTER your selection:

Figure 1.2. Applicability of Semi-Analyticaal Solutions
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For complex inhomogeneous systems, the user would select (2.), and the
algorithm would then proceed to the numerical models (Figure 13).

Complex conditions at the site require analysls with a
numerical model. The options include HOC: and B(VIDON UALN.
RIAMDON WALX has a 4ixtB maximum grid size. The HOC grid
has a 29x29 limit for solute transport. Select the most
repmecentatiue site condition below.

SI

I h

Enter selection .. • 0

Figure 13. SelectionZ Anong Two Numericil Models

in many permitting appilcations use of a contaminant transport model to analyze
contamination risk will require estimation of the rate of leaching from a source, which is
itself a complex phenomenon. To provide for calculation of leaching rates, the
Hydrologic Evaluation of Landfill Performance (HELP) Model (Schroeder et al., 1984) is
provided. This program was developed to facilitate rapid, economical estimation of the
amounts of surface runoff, subsurface drainage and leachate that may be expected to
result from the operation of a wide variety of possible landfi!l designs. Thus the authors
caution that the model "should not be expected to produce credible results from input
unrepresentative of landfills." The Choice Algorithm thus includes the option of calling
the HELP mtodel to estahlish leaching rates, modified to allow a fixed amount of rainfall
so that the model can provide a rough simulation of leaching resulting from spray
irrigation. In these calculations the results can also be used to calculate a rough,
conservative approximation of vadose zone attenuation, given knowledge on the half-life
and distribution coefficient of the contaminant species.

S
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An important limitation of the HELP model is its assumption that the layers in the
design are horizontally uniform. This assumption may not be va',id for some larger sites.
Further, the method has not been tested for types of sites other than hazardous waste
landfills. When used in such situations the model output should be carefully examined
and compared to estimates derived from other sources.

Other limitations are inherent in the simplifying assumptions used in the model
development. These are primarily of importance in relation to cAlculation of daily and
peak values (which are generally not of direct concern in the application of analytical
around water transport models). Infiltration through the surface is computed using thu,
SCS runoff curve number tezhnique. The actual rainfall intensity, duration and distribution
are not considered. Factors such as slope and surface roughness, which would be
important if individual rainfall or storm events were used, are considered only in the
context of the land management factors used in the selection of the SCS runoff curve
number. In calculation of evapotranspiration, the model does not use actual daily
temperature and solar radiation values. Instead, mean daily temperature and solar
radiation data are used. Similarly, daily leaf area indices are interpolated from 13 values
scattered throughout the year. As a result, calculated daily evapotranspiration values may
be quite different fvora actual daily values. However, computed and actual monthly and
annual totals of the daily evapotranspiration should be similar.

The model also assumes that the characteristics of the landfill do not change with
age, and that the only effect of vegetation on the soil characteristics are those shown
through the SCS runoff curve number. Barrier soil layers are assumed to remain
saturated, and percolation through barrier layers is not restricted or aided by segments
below the barrier soil. Finally, the model assumes that surface runoff does iot occur, and
that the water table is below the landfill. In summary, the HELP model represents a
compromise to reduce the difficult question of hydrologic performance of ,. landfill to a
manageable scale. Data input for the HELP model is interactive. Wnien the programstarts it first prints a header, and then asks the following:

DO YOU WANT TO ENTER OR CHECK DATA OR TO OBTAIN OUTPUT?
ENTER 1 FOR CLIMATOLOGIC INPUT,

2 FOR SOIL OR DESIGN DATA INPUT, 0

3 TO RUN THE SIMULATION AND OBTAIN DETAILED OUTPUT,
4 TO STOP THE PROGRAM, AND
5 TO RUN THE SIMULATION AND OBTAiN ONLY SUMMARY OUTPUT.

The progranm will return to this question each time it completes a portion of the
program. For use in the advisory system the user will typically wish to enter soil or
design input data (2), enter clirnatologic data (1), and then run the simulation to obtain
only summary output (5). Choosing (4) will resul, in exiting from HELP, then proceeding
to any of the other transport models requested.

D1P
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2. Direct Selection of Models

The system also provides an option for direct user selection of a model. For
the more sophisticated users, this is the most efficient way to gain access to a specific
model. The direct selection menu is presented in Figure 14.

MENU OF MODELS

ANALYTICAL MODELS
1. Odast: 1-D transport model
2. Tdast: 2-3 transport model
3. Plum2d: 2-D transport model
4. DUPVC-. 2-0 transport model, unconfined
5. EPAGW: 3-0 EPA Monte Carlo transport model
6. EPASF: EPA Monte Carlo ...Impact on surface water
7. LTIRD: 2-1 radial transport model
SEMI-ANALYTICAL MODELS
8. RESSQO 2-0 complex velocity potential model

NUMERICAL MODELS
9. USGS MOC: Method of Characterlstics model
10. RNDWLK: Random Walk solute transport model
11. USGS MODFLOW: 3-D flow model
12. USGS SUTRA: 2-0 transport model
13. BIOPLUME II: 2-D transport model 4
14. EXIT TO MAIN MENU

Figure 14. Menu for Direct Selection ot Modei.s

Figure 15 presents the menu for uncertainty analysis ard optimization. Once a
specific transport model is selected, an estimate of the distribution of the contaminant
concentration is needed to assess the risk associated with a site, A major problem in
determining the risks of any site is related to the uncertainties associated with model
parameters such as the leachate release concentration, and the hydraulic conductivity.
In most cases only the mean and variance of the distributions of the individual
parameters are known. To incorporate model parameter uncertainties, approximate
solution techniques may be used. Mathematical simulation and Monte-Carlo simulation
are used to estimate the output distributions. A probabilistic assessment of the m
groundwater contaminant concentration and its corresponding error can then be used
to address the risks associated with a specific site. Regulatory actions )r remedial
decisions based on this approach can be significantly different and more realistic from
those based on a deterministic estimate uf groundwater contaminant con,;entrations.

•
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In the menu above, there are entries for five numerical models (three in addition

to two previotsly documented by the authors in the first report, Reference ): MODf LOW
(McDonald and Harbaugh, 1988), SUTRA (Voss,1984), and BIOPLUME II (Rifai, et
al.,1987). These namerical models are included in the advisory system for the modeling
of complex hydrogeological environments. These software packages are in the public
domain and at leaf.,t the first two are widely u4ed in groundwater studies.

MODFLOW is a modular three-dimensional finite-difference groundwater flow
model. It can be used to simulate two-dimensional areal or cross-sectional, and quasi-
or fully-three-dimensional, transient flow in anisotropic, heterogeneous, layered aquifer
systems. The program is written in modular form, It consists of a main routine and a
series of highly independent oubroutines called "modules." These modules are grouped
into package which address the general use ot the model, specific features of the
hydrologic system, or particular solution tchniques,

"SUTRA simulates fluid movement and the transport of either energy or dissolved
substances in a saturated-unsaturated subsurface environment. The hybrid finite-element
and integrated-finite-difference method is used to approximato the two-dimensional
governing equations. SUTRA flow simulation may be employed for areal and cross-
sectional modeling of saturated groundwater flow systems, and for cross-sectional
modeling of unsaturated zone flow. Solute transport simulation may be employed to
model natural or man-induced chemical species transport including processes of solute
sorption, pwoduction and decay, and may be applied to groundwater contaminant
transport piroblems and aquifer restoration designs. * .

BIOPLUME II is a two-dimensional model for simulation of transport of dissolved
hydrocarbons under the influence of oxygen-limited biodegradation. The code also
simulates reaeration and anaerobic biodegradation as a first order decay in hydrocarbon
concentrations. The model is based on the 1987 version of the USGS two-dimensional
method of characteristics transpo,' model by Konikow and Bredehoeft. It computes the
changes in concentration over time due to convection, dispersion, mixing, and
biodegradation,

Once a model ha'. been selected by either of the above processes, the system
will proceed to run the model, automatically invoking the appropriate input data pre-
processor. This is a program designed to facilitate preparation of the necessary data.

On exiting the prcprocessor, control will shift to the actual transport model. If in
Monte Carlo mode, you may be asked to input a random number seed at this stage. The
model iterations will then lie commenced, with an iteration counter disptayed on the s
screen and a bell sounded when finished. Execution time is nighly depondent on the
particular model and data configuration. However, it is recommended thait at least 500
Monte Carlo (uns should be used tr. huild up an accurate picture of the cumulative
frequency of contamination risk.
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UNCaýH I AIN VY ANALYSIS MOP[ES l

1. Odast In Monte Carlo mode: I D transp-orl m-odel
2. Tdasl In Monte C-Arlo mode: 2-D transport rnodI_

3. USGS MOC In Monte Carlo mode

OPTIMIZATION MODELS S
4. 01eITIM: OptImi~dlIII1 d(oro piogiarn
b. OptlrmIizatlon pt ogrimn Ior well Iecatlot

6. FXI- TO MPJN ME*;NU

iiiS

Figure 15. U)ric&-rctainLy axl.,Aly is si.d opt [ii izat _ ri I

Following the successful completinn of a model application several things will , -
happei t. the data will be stored or displayed as appropriate, graphics will be displayed,
and finally the user will be returned to the Level 1 menu, with an option to rerun the last
applied model. Note that this option will query whether the user wishes to change the
contaminant studied and concentration level.

The graphics display will depend on whether the model has been run in the
deterministic or Monte Carlo mode. In either case, plots are provided only for the last
time step modeled, although data from each time step specified will be incorporated injthe output file. In Monte Carlo mode, for each observation point the data will be sorted
into ascending order and the prohability of exceedance of the standard calculated, A
cumulative frequency plot is then displayed.

In deterministic mode, a three-dimensional perspective plot of the contaminant
p!ume will le displayed for the two-dimensional analytical solution models. However,
this option is valid only if the grid dimensions are at least 2 x 2. This plot is interactive,
and the user may display a regulatory standard level, and change color and fill design.
Specifying a fill color of 0 results in a line drawing of the plot, which is usually best for
obtaining a print on a single color printer. The user also has the option of recalculating
the perspective plot after rotation, scaling or translation operations. The semi- analytical
model, RESSO, produces a special plot of the flow lines and pollutant fronts, followed
by plots of concentration development at specified observation points.
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F. INPUT/OUTPUT DATA FORMATS FOR SPECIFIC MODELS •'• iI

i
In the following sections suggestions are provided oil the use of component

models in the system. In each case, the following items are addressed: 1) applications 4r.
of the particular model, 2) limitations of the model's approach, and 3) details of data •_•
input and output.

1. ODAST

The program ODAST evaluates the one dimensional anaiytical solute
transport solution considering convection, dispersion, decay and adsorption in porous
media (Javandel et al., 1984). The program has been modified to facilitate Mont3 Carlo
analysis. The solution method can thus handle many types of transport conditions, and
is also numerically stable and executes very fast. The idealized situation from which the --
solution arises is as follows: the model considers an infinitely long column of a
homogeneous isotropic porous medium, with a steady state uniforrn flow (constant
seepage velocity). A particular solute is injected from one end of the system for a period
of time such that the input concentration may vary as an exponential function of t:,me.
The value of concentration may then be calculated at any time t and distance x from the
injection boundary. In the field, such an idealized situation could be represented by an
infinitely tong ditch of contaminated waste water fully penetrating an infinitely long
confined aquifer, with the ditch cutting the aquifer perpendicular to the direction of flow.

0
The idealized situation described obviously does not exist in the real world.

However, the solution provides a valid approximation in many cases. As with most
analytical solutions the assumption is made of isotroplc, uniform, steady state regional
tlow. This will ,.'f-ten be a reasonable apprr•ximation of actual flow conditions. Likewise,
the assumption of •& confined aquifer may provide a reasonable approximation for
analysis of phreatic aquifers if the flow regime is not strongly altered by the rate of fluid
input from the source, and the saturated thickness remains approximately constant, Even
where the saturated thickne•.s is to some extent variable over time use of the average __
saturated thickness will enablu analysis of average contamination risk. This approximation
will be particularly valid for analysis in the Monte Carlo mode. In the Monte Carlo mode
the input concentration and regional flow velocity both become r;tndom variables, and
the cumulative frequency estimated over these and other random parameters sl•ould
provide a reasonable estimate of the average risk. However, if the source itself
contributes fluid that becomes an important factor of the flow regime (so that radial flow
from the source is established), the confined aquifer assumption becomes inappropriate,

S•r•d tl•e phreatic surface will move in response to the source input. This condition is
tested for in the CHOICE algorithm. Another model, DUPVG, may be appropriate under
these conditions.

Real sources win not be of infi•lite length; however, the one dimensional solution
i, provides a reasonablu approximation for finite sources if the observ•Ltion point is " !



sufficiently near the finite width source so that the effect of the source edges will be
minimal. For instance, if a source has a lateral extent of 200 feet and the perimeter of
compliance is 50 feet from the source, the one-dimensional solution is likely to provide S
a reasonable (and conservative) approximation of contamination risk along the axis

N' extending from the center of the source (but not near the source edges). The exact
distance to which the one dimensional solution can be carried downstream from a finite
source without introduction of unacceptable error will depend on the interaction of all the
forces controlling the flow regime.

The method can also be extended to cover i,,nput cnnfiaurations other than the
ideal ditch perpendicular to flow. Many situations of interest will involve large areal
surface applications of wastes. Modeling the actual distribution of contamination in such
cases is a complex process. However, solutions such as ODAST may be appropriate
given certain assumptions. The first step is to calculate the rate of mass loading at the
water table surface, after any vadose zone attenuation. We must then make the
assumption that the substance is more or less instantly vertically mixed in the aquifi'r.
Such an approximation is of course more valid for relatively thin surficial aquifers.
(Generally, when the degree of vertical penetration is a significant factor in determining
plume development, a three-dimensional solution, such as EPAGW, must be employed.)
This constant areal input must then be represented as a line source at the downflow
edge of the area. To do this one can make the simplifying assumption that the whole
aquifer volume beneath the landfill is thoroughly mixed by the time flow reaches the
downstream edge of the source, and calculate an edge concentration based on the
loading diluted by the regional flow. (The concentration at the edge of the aquifer will 0
thus have a maximurn possible value equal to the leaching concentration.) Such an
approach is most applicable where the loading is approximately constant over the whole
area. (An alternative is to model the areal source as a Gaussian source, maximum at the

rcenter and declining towards the edges. This option is provided by EPAGW.) Model input
provides options for calculating concentration in this manner, or for direct inpat of the
concentration at the source edge.

The nature of the solution, and the additional assumptions that may be needed
to employ it, as indicated above, introduce a number of limitations in the applicability
of the model, First, ODAST is clearly inapplicable when the source cannot be modeled
as laterally approximately infinite in terms of the point of interest. As with all anialyticail
solutions, the model will i ot be appropriate where there is a significant deviation from
the conditions of uniform, steady-state regional flow. However, minor violations of these
conditions will not have important effects on the general analysis of contamination risk,
and the model will also be valuable for initial analysis when non-uniform flow is
suspected, but not fully documented. The solution also assMumes a semni-infinitr flu)w
regime, and thus cannot take into account aquifer interactions with constant head
boundaries, such as ivers. The CHOICE algorithm suggests avoiding use of this type of
analytical solution when the perimeter of compliance or other point to be modeled is
within 250 feet of a fixed head boundary. Limitations that are more difficult to assess
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involve the assumptions that vertical concentration gradients can be ignored (full mixing), X)
and that the source can be modeled as a uniform strength line, Clearly, the solution
cannot be used for liquid contaminants that are not fully miscible and tend to float or sink
within an aquifer. Further, ODAST may result in underestimation of contaminant risk at
the aquifer surface if full mixing does not occur.

The preprocessor developed for ODAST is in a user-friendly format that is used
for most of the models in the system. This consists of presentation of a number of
screens, with input slots to be tilled. The data to be input for ODAST are as follows:

NUMX: Number of points modeled in the X direction, which establishes the
1-dimensional grid. From 1-18 points may be used. Grid size does not affect solution.
The X direction is coincident with the regional flow vector. a

NUMT: Number of time steps for calculation.

DL: Longitudinal dispersion coefficient,

VO: Mean pore water velocity of the regional flow. This can be estimated from the
average observed flow velocity, v, as V,=v/P, where P is the porosity of the medium.

R: retardation coefficient, =. v/vo, where v is the velocity of the regional flow and
v. the apparent velocity of the contaminant. If we assume reversible linear adsorption, R w •
can be estimated as:

R 1 , Kd Pb (1)

where K, is the soil-water distribution coefficient, pi, is the soil bulk density and • is

poros;ity. For this model, soil bulk densities are not explicitly considered, and the user
must input a computed value for R. The value of K,• will also vary with the type of the
imedium, particularly the organic carbon fraction of the soil. Values of K,• are typically
reported as K,,,, where Ko, is the distribution coefficient normalized to organic carbon.

ALAM: The "radioactive" decay factor of the contaminant in the saturated medium.

The rates can be altered to additionally reflect biodegradation and volatilization where
information is available. Rates are 1/days.

B

ALFA: Similar to ALAM, but represents the rate of decay of the source strength.
Specity ALFA-O. for constant source strength. An example of the modeling process is
illustrated in the following figures. A user-friendly menu-driven preprocessor has been
created for ODAST. This preprocessor allows a user to create and/or edit data files. The
preprocessor can be Fexcuated by invoking the "Input Data" option in the top menu of the _

14
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shell screen. Figure 16 shows the h~lp file for the ODAST preprocessor. Users can0
obtain documentation about the kiput format and detailed explanation of variables. K
Figures 17 through 21 show the sequence of sceeens during the modeling process. The
messages displayed on the screen should guide the Users to enter proper responses.

- DAST Input4
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ODAST Input -)'ITIA k ! i! H. I I [ I ; I 1
I : , I,.. .N :1 ,,-- . ;;'; . , - lm ...d ... .. • , . . . . . , , ! ' 1 l f

IDispersion colefr'cient in m^Z/dAy •Di[l0]
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Screen output options include graphing th%, breakthrough curve (Figure 20) or
viewing the actual output file printed by the transport model program (Figure 21), Both
of these screen options can be sent to the printer also using builtin Mtilities.
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2. TDAST S
The model TDAST evaluates the two-dimensional solute transport case with a

an analytical solution, considering convection, dispersion, decay and adsorption in
porous media (Javandel et al., 1985). The idealized conception of the model is related
to that of ODAST, but covers another important class of cases. As with TDAST, we
assume conditions of steady-state, uniform flow in a confined aquifer. The source is
again assurned to be fully penetrating, but in this case is of finite lateral extent (normal
to flow), as in the case of a fully penetrating ditch of finite length. Thus TDAST is

o applicable in conditions similar to those applicable for ODAST, except that here the
observation point is far enough from the source boundary so that the effects of the
source edge and transverse dispersion must be taken into account in the approximation.
By using the same techniques as described above for ODAST, TDAST may be applied
to constant areal waste sources. In such a case, ODAST would be accurate for analysis
near to the center of the source edge, while TDAST could be used for such a location
and also locations nearer to the source edge, and locations further away from the source

* boundary. In general, the numerical stability and speed of ODAST make that solution
preferable where applicable. TDAST is also useful for analysis of contamination resulting
from sina!!cr souices. a

The same general limitations apply to TDAST as apply to ODAST, except that
the effects of lateral source geometry and transverse diffusion are explicitly considered.
That is, the approximations of full penetration (vertical mixing) and i iniform, steady state
flow must also be met here. TDAST also assumes that the source is aligned normal to 0
the regional flow, although the solution could readily be altered to take into account other
geometries. An important practical limitation of the present version of TDAST arises from
its use of a numerical technique to evaluate an integral. Presently TDAST uses a
Gauss-Legendre polynomial method for this evaluation, making use of the same
subroutine employed in the models EPASF and EPAGW. The number of terms in the
polynomial evaluation may be set by the user, up to a certain limit, The solul.ion routine
begins with a lower number of terms and increments the number until the solutions
converge (within 1%), or the limit is reached. Under certain conditions adequate
convergence cannot be achieved within the limits available in ihe numerical integration
scheme, which will result in the display of a warning message. In general, lack of
convergence will be encountered when the ratio of Vt/X becomes much greater than I
(where V is velocity, t is time and X is distance). This means that TOAST provides
accurate calculation of the time period during which concentration increases at a given
point, as the plumne breakthrough occurs, but loses accuracy at a given point as time
increases past breakthrough, resulting in underestimation of concentrations. However,
tlis is m an iconvlnienco for -naly. , t solution should approach a
"'il smeeya ih applcation tor avoIyid; prolem Thscaheoe fr thsteady-state concentration before numerical instability overwhelms the solution. The user
should thus line--tune ihe application to avoid this problem. This can be done for the

d&-uircd time step by aliminating those observation points that are well behind the
breakthrough Curio of the plume.
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TDAST shares a similar preprocessor to that of ODAST, Figure 22 shows a typical K
screen from the TMAST preprocessor. The data-input format is thus essentially the, same
as that for ODAST, described above, with the addition of the following variables:

NUMY: Number of Y positions in the grid. Observations will be calculated at all
combinations of NUMX, NUMY and NUMT.

NNS: This sets the accuracy of the numerical integration scheme used by TDAST,
by choosing the degree of the polynomial fo, the Gauss-L~egendre method. NNS selects
the nth digit from (4, 5, 6, 10, 15, 20, 30, 40, 50, 60, 104, 256). Increasing NNS improves
accuracy but decreases speed. NNS:=8 seems to provide a good compromise value with
which to start, but may be changed at will. If convergence warnings appear on screen 10
during run time the user sýioulcl try increasing the value of NNS.

DT: Transverse dispemion coelficient.

A: Half-length of the source, being 1/2 of the lateral extent of the source normal
to the direction of flow.

- TMfi'T Inpu~t
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3. PLUM2D

The model Plume 2D (van der Heijde, 1985), here referred to as PLUM2D,
is an analytical model for calculation of the tracer concentration distribution in a
homogeneous, non-leaky confined aquifer with uniform regional flow, The solution
method is based on the Hantush Well-function, in which the Well function flow solution
for a leaky confined aquifer is applied by analogy to account for transport and dispers~on
in a non-leaky confined aquifer. Source strengths are assumed constant, but the solute
"may be subject to adsorption and radioactive type decay in the porous medi'.1iu. a

An important advantage of this method is Ihat it can readily treat multiple point
sources, which sources may have been operational for differing amounts of time. This
enables PLUM2D to treat certain situations that cannot be handled by othr:r , idlytical
methods. The solution is based on an idealized situation, in which solute is introduced S

into a fully homogeneous confined aquifer through one or more fully penetrating wells
"in the presence of regional two-dimensional, horizontal ground watar flow. The injection
rate from these wells is considered to be sufficiently small that it does not alter the
regional flow pattern. Thus the model is most applicable to the case of injection wells
with relatively low injection rates. However, PLUM2D can also provide a reasonable m
approximation for other situations. That is, surface sources can be modeled as fully
penetrating sources if the assumption is made that the solute is fully mixed in the vertical
direction soon after its introduction into the aquifer. Further, the solution method is
approximately appropriate for use in a surficial aquifer, when the saturated thickness is
relatively constant, and the leaching rate from the sources is of a small enough * "
magnitude such that it does not affect the regional flow regime through mounding.

In incorporating the model into the system we have provided a complete
preprocessor and equipped the model for Monte Carlo simulation. To account for the
correlation of the various parameters controlling the regional flow regime these are a
generated from simpler, underlying variables (see discussion of EPAGW for more
details). However, user option is also provided in the Monte Carlo mode for direct input
of hydraulic conductivity and dispersion values.

As with many of the other two-dimensional analytical models incorporated into the
system, use of PLUM2D is limited to cases where it is reasonable to modei the aquifer
as if it were a confined aquifer with fully penetrating sources. These sources are treated
as point sources, and thus the model is applicable to areal sources only where these can
be treated as clusters of point sources. The model further assumes that source strongth
is constant, once initiated, and cannot handle situations in which the strength of the
source is decaying over time. •

As with most models in the system, we have provided a standard format
preprocessor for PLUM2D. The user is provided with an option to specify input in eIther
metric units [an, day] or English units [U.S. gallon, ft., day]. Data input is as follows:

40)
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UNITS: User option to select English or metric units.

TITLE: Title to be used for output.

NPTS: Number of solute injection wells specified, or other sources that can be
approximated as injection wells. Up to 10 may be used in the present configuration of
the model.

NOBS: Number of observation points for Monte Carlo simulation (up to 5). These
are the points at which cumulative concentration frequencies will be calculated, and are
in addition to the gridded calculation of concentration. For deterministic mode this
variable is not needed.

NX: Grid dimension for calculation, number of nodes in x-direction. As this is anr
analytical solution, for Monte Carlo simulation a very sparse grid may be specified if
interost is in only the frequency oi ccncentrations at the observation points, rather than
plume development, Specifying a sparse grid will greatly speed execution. The X axis is
assumed to be coincident with the direction of regional flow. NX can range from 2 to 20_

NY: Grid dimension for calculation, nurnber of nodes in y-direction. Range 2-20.

IRAD: User option to include radioactive decay (1 =yes, 0.:no). As in other
models, decay proccsses such as hydrolysis can often be modeled as Vadicactive decay,
if an effective "half-life" can be established. PLUM2D does not include the ability to model p
"hydrolysis based on pH, with pH specified o a random variable.

MODE: User option for Monte Carlo simulation. Set Mode=1 to generate K from
underlying variables of particle size and gradient, set Mode=2 to e3timate K as a
log-normal distribution independent of particle size.

XS: X-coordinate of origin of grid, in appropriate units. Range 0. to 5000.

YS: Y-coordinate of origin of grid, in appropriate units. Range 0, to 5000.

DXOB: Grid spacing (interval) in the X direction. PLUM2D thus specifies an evenly
spaced grid.

DYOB: Grid spacing in the Y direction, may differ froni DXOB and is typically
smaer than DXOa,.

V: Average Darcy velocity of uniform regional flow, in the appropriate units,
coincident with x axis. Required in deterministic mode only. In Monte Carlo mode V is
generated from underlying hydrogeologic variables.

0S
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M: Average aquifer saturated thickness, which is assumed constant.
1 0'0 P: Effective porosity(as a fraction). Required in deterministic mode only.

L: Longitudinal dispersivity, in units of length. Note that this model requires input
of dispersivity, rather than dispersion coefficients.

T: Transverse dispersivity, in units of length.

RD: Retardation coefficient. RD= V/VN, where V is the regional velocity and V, the
apparent velccity of the contiarninant. Thus RD must be >_ 1. Enter RD=-1. for no
retardation.

HL.: If radioactive decay has been specified, enter half-life, in years.

The next eight variables are required only in the Monte Carlo mode:

ITER: Number of iterations (runs) for Monte Carlo mode. ITER is recommended
to be set to at least 500 to provide adequate definition of the frequency histogram
However, the user will usually wish to first test model performance by setting ITER to a
smaller number.

CVI.: Coefficient of variation of ieachate (injection) concentrations, where the
coefficient of variation is the standard deviation divided by the mean. The injection •
concentrations are modelcd as a normal process.

IH(l), THA(2): The mean particle size is modeled as a log-10 uniform process,
measurec- in centimeters. TH(1) is the maximum of tie range of the mean, while TH(2)
is the minimum. Thus TH(2) must be ! TH(1).

GR(1),GR(2),GR(3). The hydraulir gradient is modeled as a triangular distribution,
in which GR(1) is the most likely value, GR(2) the min'.mum value and GR(3) the
maximum value. The range of GR is restricted to 1 0E-5 to 0.1, expressed as longth per
length.

CVD: Coefficient of variation for dispersivities, applied to both L and T.

CVLNQ: Coefficient of variation of leaching (injection) rates. If the HELP model
has been anplied to this site the observed coefficient of variation from the HELP results
will be reported.

DKLN: Required only if MODE is set to 2, and hydraulic conductivities are to be
independently generated. DKLN is then the mean of the natural log of hydraulic
conductivity, in cm/sec.
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DKLNV: Standard deviation of mean LN hydraulic conductivity, Required only if
MODE is set to 2. ')

DATA SET 1: OBSERVATION POINTS. Required only in Monte Carlo mode. For
each observation point specified by NOBS the user must enter the x and y grid index
(IXOBS and IYOBS).

DATA SET 2. INJECTION WELLS. For each injection well, or source modeled as
an injection well, the user must enter the following values:

X: x grid coordinate of the source.

Y: y grid coordinate of the ;ource. •

Q: injection rate of the source, specified as gpd or m3/d, as chosen by UNITS.

C: solute concentration of injection, as mg/I or ppm.
U

TIME: time since start of injection (operation) of this source, in days.

Figure 23 is the main menu for PLUM2D. To choose an option, simply typti the
number of the option and press the enter or return key. Figure 24 is the menu that
allows one to edit groups of data. As each group of data is edited, variable names and
values appear on th3 screen. Figure 25 is an example of graphical output.

*18 FLI" PMPRPOCE3501 MAIN MEti

Data pz'•pep•ation option•. or •l•.e-2-1D

Prepr a new dta uct ... ..
Edit current data set
lopIe iAota get frohi jite liie . . .
Sauw dta set for £Ltuwe ut ... 4 5
Shwi FI!P e:rvcn . . . . . . . . . .
Exit preprocreor udd en ,.el. . .'

Terminate session . ........ 7
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4. DUPVG

The above two analytical models are limited in their use to situations in which the
aquifer can be modeled as approximately equivalent to a confined aquifer. Serious
problerns with this assumption arise when leaching from a source is of sufficient volume
relative to regional flow to create a significant radial flow component. The source then
serves not only to introduce contamination, but also alters the flow regime, and the
aquifer will possess a moving free surface. The significance of such effects is estimated
in the CHOICE algorithm by a preliminary calrulation of ground water mounding resulting
from the source. Where significant movement of the free surface is expected few
analytical solutions are available, Model DUPVG provides a solution for a particular class
of these problems (Volker and Guvanasen, 1987; Guvanasen and Volker, 1982).

DUPVG is a two-dimensional model in the X-Z plane, considering the longitudinal
and vertical distribution of the contarninant. The geometry is thus an extension of the
one-dimensional case. The source is represented as an infinitely long recharge basin of
a fixed width which contributes a constant rate of recharge to the aquifer. The aquifer is
assumed to be symmetrical in X about this source, and bounded by a constant head
drain at a fixed distance, and there 's assumed to be no pre-existing regional flow
pattern. This enables the calculation of an approximate velocity distribution within the
saturated zone, and thus contaminant distribution. The assumption of an infinitely long
recharge basin implies that this model will be appropriate when the point of observation
is sufficiently close to the source so that the effect of finite lateral extent of the source is
unimportant, as in the application of ODAST. DUPVG is thus particularly important for * 0
estimation of plume development near to a large areal source which contributes
significantly to the flow regime, such as surface irrigation systems.

It should be reemphasized that the only flow considered by DUPVG is that
induced by the source. Thus dispersion is the only mechanism for dilution of the source
concentration. As d, cay is not considered, this ineans that if DUPVG is run ;or a
sufficiently long time it will eventually "flood out" the aquifer with water at the source
concentration. It is thus not particularly useful to run the model for prodictions at a given
distance if the time involved is sufficient so that water at source concentratiun has fully
occupied this point - for in this case the prediction is merely that the concentration is
equal to the source concentration. A rough estimate of the occurrence of this
phenomenon is when:

OAt (2)
T-48 s1R7F

where Q is the areal leaching rate in gallons per day per square foot, A is the halt-width
of the source along the direction of flow, in feet, t is time in days, s is the initial saturated
thickness, in feet, n is porosity, R is i'etardation coefficient (v/v) and x is distance to the
observation point in feet. Where this inequality holds the controlling criteria for
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concentration predictions will be the determination of Q, and any vadose zone 0
f•ttenuation of contaminant load. The analyst may also need to consider whether any

processes of decay or dilution by regionEJ flow, which cannot be considered by this
model, may have a significant effect.

In order to derive the analytical solution a number of important simplifying
assumptions were made, and the user should be aware of the implications of these
assumptions. The solution method first assumes that the rise of the free surface is

substantially less than the initial saturated thickness of the aquifer (tests of this condition
are made in the CHOICE algorithm). Based on this premise it is assumed that:

(1) The unsteady free surface can be approximately described by a streamline,
which implies that the flow pattern is equivalent to the confined case, but with an a priori 0
unknown upper boundary.

(2) Near the source, streamline and equipotential functions change little with
time, so that the transient velocity can be described by a steady state distribution
modified by a simple time function.

(3) Further away from the source the velocity field is essentially horizontal and
its spatial variation is negligible.

These conditions require that the slope of the free surface is relatively small, and a I
that the distance to the constant head drain is sufficiently large so that equipotential lines
at the downstream end are vertical. The final solution uses an approximation that is
equivalent to the case where the distance to constant head goes to infinity, although the
near source velocities are first computed using a finite value of this distance. In any case,
the solution method will be accurate only when the constant head boundary is relatively
far away from the source. Further, constant head boundaries must be assumed to be
distributed symmetrically about the source axis.

The approximate solution employed for the transport equation (Si) is based on
the assumption that the distance to constant head can be extended to infinity. However,

the velocity distribution is first calculated without this approximation. Thus the solution D

,method should provide an accurate estimation of the average position of the front.
SHowever, when the constant head boundary is closer to the source the vertical
distribution of concentrations may not be accurate.

Other important limitations are obvious from the nature of the solution, The 0
method cannot take into account any regional flow other than that induced by the
source. Further, the method treats only conservative substances, which may be retarded
"but are not subject to decay.

The preprocessor for DUPVG shares the similar format as that of ODAST and 9
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TDAST, and information given in the discussion of ODAST is relevant to the DUPVG
input file. The data to be input are as follows:

NUMX: Number of points modeled in the X direction, which establishes the
1-dimensional grid.

NUMZ: Number of points modeled in the vertical, Z direction, counting downward

from the top of the saturated zone.

NUMT: Number of time steps for calculation.

NNS: The solution requires numerical integration of one simple time derivative,
NNS sets the accuracy of the numerical integration scheme by choosing the degree of a
the polynomial for the Gauss-Legendre method. NNS selects the nth digit from (4, 5, 6,
10, 15, 20, 30, 40 50, 60, 104, 256). Increasing NNS improves accuracy but decreases
speed. NNS=8 seems to provide a good compromise value, but may be changed at will,

Q: leaching rate from source expressed as gal./ft2 -d, It the HELP model has beela
run for this site, the values obtained will be reported here. In DUPVG the source is
conceived as a basin of infinite horizontal extent and finite width,

POR: Total porosity of the medium.

B: Thickness of saturated layer (initial thickness). This is used to calrul,.te the
initial mixed concentration beneath the source.

DL, DT: Dispersion coefficients,

A: For DUPVG, this measures the effective width of the "infinite" source along the
X (flow) axis. This is properly the distance from the edge of the source to a flow divide.
As the geometry is assumed symmetrical this is equivalent to half of the width of the
source in X.

R: retardation coefficient, = v-v-, where v is the velocity of the regional flow and

v. the apparent velocity of the contaminant.

SST: Mean initial source strength, as ppm.

FC: Field capacity (fraction). Porosity = P. ± FC, where P, is the effective
porosity,

PKW: In DUPVG, an initial estimate of K is required.

4.'
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AHW: Determination of the slope of the free surface requires specification of
distance to a constant head boundary, assumed to be symmetrical about the source.

Note that for the approximation method used in the solution accuracy decreases as the
observation point becomes nearer to the constant head boundary.

ATTEN: Fraction of the solute remaining after vadose zone attenuation. If the HELP
model has bee.i run a conservative estimate of ATTEN can be calculated automatically.
This calculation assumes that the substance proceeds downward through the
unsaturated zone at pulses equal to the saturated hydraulic conductivity of that zone,
subject to retardation, and thus provide., a very conservative estimate of residence time.

5. EPAGW

The basic model employed here was developed by the EPA for analysis of
restrictions on land based disposal, and is documented IJS.E P.A. (1986). The EPA
approach is to model the transport of a given substance, subject to hydrolysis and a
retardation, determining a downflow dilution factor which is used to back-calculate an
allowable concentration of the substance in a landfill, given a down-flow standard level,
ro do this, Monte Carlo simulation is undertaken over all the relevant hydrogeological
variables, using a national data set, allowing the formation of generalized regul.Atory
standards for allowable concentrations within the landfill. The method is carefully
designed to account for the cor,-elation among simulated parameter values. The transport
md,)el employed is Sudicky et al.'s (1983) 3-D steady-state solution, using Gaussian
quadrature to solve the integral. We have modified this method in a number of ways.
First, it we assume that the site characteristics are known, or can be specified by
distributions, the method is roadily inverted, so that the "dilution" factor is used to predict
downstream concentrritions from a specifiid source, using the same Monte Carlo
analysis. Secondly, instead or using a national data base for the hydrogeologic
parameters, one of several data bases can be selected that reflects the characteristics
of a specific region within North Carolina, The selected data base can then be rnodified
in accordance with any available site-specific data. The method thl I'; becomes
appropriate for an analysis of contamination risk in a situ~ition in which little iý, known
about the specific hydroaeology of a site. The obj(ective is then to simulate the uwpocted
risk over the range of hydrogeological conditions that are expected to apply for the
specific region in which the site is located.

The source in the EPAGW model is assumed to be distributed as a Gauýsian a
SoUrce. The source is thus areal, but cu iu--ntrated towards a central point. This malkes
the model particul-Arly applicable io landfills. However, it may be inappropriate for large
scale areal sources, such as surface irrigation of wastes, in which contaminant input is
relatively uniform across the source area.

a



EPAGW represents a complete and coherent Monte Carlo approach to
contaminant risk analysis urder uncertainty, It is thus the model of choice for prelimirary I
analysis of risk in situations in which little site specific data is available on flow regime
and hydrogeology, given that a Gaussian representation of source distribution is 4
appropriate. The model development assumes that the direction of flow from the source
is not accurately known. Analysis is thus made at a specified distance along the
(unknown) main axis of flow. Equivalently the model may be applied to analysis along 9

an explicitly known axis of flow.

FPAGW contains detailed routines for calculation of chemistry dependent
hydrolysis of contaminants. It also considers the effects of vertical mixing. The model will
thus also be useful for analysis in some situations where there is substantial know;,-dge
regarding the flow regime, but the analysis requires conmiduration of partial penetration
and/or complex hydrolysis reactions. This is especially useful for analysis of certain
organic constituents with pH dependent hydrolysis rates.

EPAGW provides a highly flexible method for analysis. However, it can only be
applied in the Monte Carlo mode. Further, solution is provided only at a point along the 01
axis of flow at the surface of the aquifer. A steady-state concentrat;on only is calculated,
so that LPAGW cannot be used to calculate time history of contaminiation. From the
nature of the solution the model will not be appropriate for large uniform zLroal sources,
such as land applications. The usual assumptions of steady-state, uniform flow apply
hure, and the model will not be approoriate for sources that contribute a volume of fluid 0
sufficient to significantly alter the flow regime.

Duta input for EPAGW consists of two phases. The first chase concerns the
parameters controlling site hydrogeology. To initiate this phase for a new site the user
should first load a default regicnal data sot from the list provided Even where an 0
appropriate regional data set is not available one should be loaded to guide input, then
modified as needed.

Developmr.nt of regional data sets is still in progress, but limited by available
information. For regulatory analysis it will most commonly be the surficial aquifer that is
ot interest. These can, be conveniently grouped accoi'ding tn the nature of the surface
soil. The .pecitication of the underlying hydrogeologic parameter distributions and their
probability parameters is designed to allow a maximum of flexibility in s;election. First, a
regional data base with assumed distributions and metaparameters is selected. Where
no additional site data or user knowledqe is available, simulation may proceed with these
unaltered distributions and values. This will provide an estimate of contamination risk
based on the average characterstics of the area, arid so should be modified to reflect

any known differences of a specific site location from the average characteristic,, ot the
arrea. However, aniy parameter distribution may be altered in one or more of the foilowing
ways:

,i 4 1

ia

_ 0550



1. Respecify parameter distribution metaparameters,
2. Automatically update regional data by combination with site data.
3. Respecify parameter distribution type. a

Where the user feels that a given parameter is known with considerable accuracy
this may be indicated by specifying the distribution as a tightly restricted uniforr; or
triangular distribution.

S
The types of distributions that may be specified for the various parameters ale

identified as follows:

0. No distribution has yet been specified. This must be replaced before rinning
the model.

1. Triangular distribution. The user must spucify most likely, minimum and
maximum values for the distribution. The triangular distribution is an ad hoc, empirical
distribution which takes a triangular sh'pe. This can be used to readily approximake.
various peaked but skewed distributions. --

"2. Uniform distribution. Mhe user must specify the minimum and maximuum of the
range.

3. Log 10 Uniform distribution, in which the log values are uniformly distributed.
The user must specify the UNTRANSFORMED minimum and maximum values of the
range.

4. Normal distribution, The user must specify the mean and standard deviation.
5. Log-normal distribution, in which the log values are normally distrihuted. The 5 0

ubUr must specify the mean and standard deviation of the log transformed values.
6. Exponential distribution, in which the mean is equal to the standard deviatinri,

'The user must specify this single value.
7. Table-specified distribution. This is available in certain cases only.

Each of the pre-specified regional data sets will descibe each of the parameter
distributions by one of the above distributions. However, these may vary from data set
to data set. For this phase of input, distributions must be specified on the following

j ,parameters:

DIAM: mean particle diameter (cm). Note that the specification is of the 6istributiorl
of the mean, not the full range of particle diameters encountered.

GRAD: gradient of the water table (length per length).

FOG: organic carbon fraction of aquifer mediurn. This is an important factor in the
chemical analysis of the fate of certain organic constituents.

PH: pH of groundwater.

')
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T: groundwater temperature (Centigrade).

TH: thickness of the saturated zoiia (meters).

H: leachate inijial penetration depth into the saturated zone (meters). This specifies
vertical mixing beneath the site. Because of constraints in the solution method H must
be equal to at least 2 meters.

QC: leaching rate distribution for engineered (lined) facilities. a

QD: leaching rate distribution for ion-engineered facilities (Default is table
specified; for direct input use m/yr). If the AELP model has been applied to the site the
leaching raics estimated from this model may be loaded to replace both the QC and QD
value,3.

Phase one thus requires specification of the general characteristics of the aquifer.
Phase two of data input requires infori ation on the site engineering and the contaminant
of interest. The folleoving data are required:

CLM: mean leachate concentration, in mg/I (ppm).

K. CLS: standard deviation of leachate concentration mean,

SDKAO: hydrolysis rate for the substance under acid conditions, 1/[molar-yearJ.
EPAGW simulates the lumped degradation constant, K, based on pH, DKAO, DKBO and
DKNO. Values of hydrolysis rate niu.t be converted to years' for input to EPAGW.

DKBO: base catalyzed hydrolysis rate, 1/ [molar-yearl.

DKNO: neutral catalyzed hydrolysis rate, 1/year.

DKOW: log,, octanol/water partition coefficient for contaminant, describing the
constituent's solubility, The actual value will be dependent on the organic carbon content
and available surface ,r•ia of the soil. If this value is not directly known it may be
estimated from:

OKOW 5.0 0.67 (log1 0 (Sw)) (3)

where S:.1soluibility in water. EPAGW also useti DKOW to estirriate the n-dsorption

coefficient of the constituent, using the approximate relntionship:

logi 0  KH,,. 1.029 (log,,) K,,,) 0.18 (4)

!*saw~
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Note that this relationship may not be valid for polar constituents. S

ATTN: a factor which specifies the fraction of solute remaining after passage
through the unsaturated zone beneath the landfill. If the HELP mod3l has been applied
to this site a conservatlvc value of A FTN may be calculated automatically from the HELP
output. This is calculated in the same manner as for the model ODAST.

NPROB: number of Monte Carlo runs. A minimum of 500 is recommended for
adequate definition of the cumulative frequency. However, the user will usually wish to
test model peiformance by first trying a smaller number of runs. The value of NPPOB is
not saved with the data set, but defaults to 500, and thus may need to bo respecified for it
each run.

AW: surface area of landfill, in squae meters.

TR: reference temperature for the chemical rate constants, in degrees C (these are
usually specified at 25' C).

XX: distance from the edge of the disposal area to the observation point, along
the flow axis (meters). The exact value of XX is ambiguous for large areal sites.

Leaching Rate Distribution: Calculated from HELP model, or from table, where
C: table for engineered facilities
D: table for nonengineered landfills.

lS
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6. EPASF

The EPA surface water model (EPASF) was designed to assess impacts of
waste disposal sites on surface waters (with hazard associated with human use of
contaminated surface wdters or consumption of fish from contaminated surface waters)
in a manner analogous to the EPAGW model. Here, however, at least two stages must
be considered: transport from the landfill via groundwater, and entry into and dilution in
the stream. As with the EPAGW model, we have modified this model to provide risk
assessment from a given landfill, and have likewise added a preprocessor. EPASF and
EPAGW can share essentially the same input data set, with a few additions,

EPASF estimates groundwater contaminant transport to the stream using either
a one dimensional or a three dimensional solution, and with or without consideration of
dispersion. In the three dimensional case the transport solution is the same as that used
in EPAGW. Note that lateral dispersion of the contaminant plume affects the
concentration, but not the total mass loading to the stream. As EPASF provides only a
very generalized approximation of the transport process analysis without d;spersion will
often be adequate for a first estimate.

EPASF provides only a preliminary estimate of impacts in surface waters.
However, modeling the interaction of groundwater and surface water often presents
formidable difficulties, so that one is forced, by default, to rely on a model such as
EPASF for a preliminary estimate of risk. It should be remembered however that EPASF _
presents only a preliminary estimate, If contamination problems are suggested by
application of EPASF the user may then need to attempt more sophisticated analysis,

EPASF uses essentially the same data input format as EPAGW, and can share the
same data sets. However, distributions for two additional parameters must be specified
when characterizing the hydrogeology. These are:

FOCS: organic carbon fraction of suspended sediment in the stream,

FL: lipid fraction of fish biomass. This is needed only where human impact is
assessed via consumption of fish from the stream. The lipid fraction is used to assess
bioconcentration of certain lipophilic organic constituents.

Input of the site parameters is very similar to that for EPAGW, but pOssesses a few
differences, including slight alterations in variable names. The site data input for EPASF
are defined as follows:

DIMNSN: Dimension of problem; the groundwater transport phase may he run
using a one dimensional or three dimensional solution. The one dimensional solution of
course results in much quicker execution of the model.

D
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"DSPRSN: Effects of dispersion may be included (1) or omitted (0).

X: distance from landfill edge to the stream, in meters.

CLM:leachate concentration, mg/L (ppm), a

CLS: standard deviation of leachate concentration,
•

LKOW: log octanol / water partition coefficient for contaminant species.

KHAO: acid-catalyzed hydrolysis rate, 1/[molar-year].

KHBO: base-catalyzed hydrolysis rate, 1/[molar-year].

KHNO: neutral pathway hydrolysis rate, 1/year.

TREF: reference temperature for hydrolysis rates, degrees C (usually at 25' C).

NUMRNS: number of Monte Carlo runs. At least 500 runs are recommended, and
in most cases this model is moderately fast.

AW: area of waste site, square meters.

AS: area of watershed above point of impact, in square miles. This factor is used a *
in the determination of in-stream dilution,

Leachate distribution: flux of leachate from landfill, in m/yr. Choices: subtitle C
(enginpered),subtitle D (non engineered). As in EPAGW these values may be replaced
by rates calculated by the HELP model.

ATTN: factor specifies the fraction of solute remaining after passage through the
unsaturated zone beneath the landfill. If the HELP model has been applied to this site
a conservative value of ATTN may be calculated automatically from the HELP output.

7. LI RD

LTIRD calculates the concentration of a particular solute in radial flow
(Javandel et al,, 1984), using a semianalytical solution originally written by Moench and
Ogata (1981). This model is included for the explicit purpose of treating purely radial
flow situations, in which regional flow is not present. The idealized situation treated by
the model considers a confined aquifer of constant thickness which is recharged through
a fully pernetrating well at a constant rate. The model considers steady-state plane radial
flow only.

1)4II
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As with other solu t ions for confined aquifers, LTIRD is applicable as an
approximation to unconfined aquifers in -Ases where mounding is sufficiently small so
that the streamlines remain approximately parallel. LTIRD can also be used to treat
surface inputs if the assumption can be made that the solute is vertically mixed in the

.'1 aquifer soon after introduction.

LTIRD has a rather limited range of applications in the advisory system. There is
no cons-IeCation of regional flow, so this model should be used only when the radial flow
from recharge dominates, but, in the case of a suificial unconfined aquifer, the rate of
recharge is also sufficiently small so that the assumption of a confined aquifer is
approximately valid. Use of the model is also limited by the fact that it does not include
decay or retardation, and the fact that it assumes steady-state plane radial flow. The
source is modeled as a well, so that the model is not appropriate to areal sources. 9

Data input for LTIRD is quite simple. The following are required, in any consistent
units:

NUMR: Number of radiuses at which to calculate concentrations.

NUMT: Number of time steps to calculate.

RDW: Radius of the well, or source approximated as a well.

R (1 to NUMR): Radial distances at which calculations are made. I ,

T (1 to NUMT): Times for calculation,

ALPHA Dispersivity.

Q: rate of recharge.

B: Saturated Thickness of aquifer.

N: Porosity of aquifer.

CO: Concentration of solutc in recharge.

8. RESSO

RESSO is a program for semianalytical calculation of contarninant transport
(Javandel et al., 1985). The model calculates two-dimensional transport by advection and
adsorption (no dispersion. or diffusion) in a homogeneous, isotropic confined aquifer of
uniform thickness when regional flow, sources, and sinks create a steady-state flow field.

10 4-A
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Recharge wells and ponds act as sources and pumping wells act as sinks. The solution
proceeds by calculating the streamline pattern in the aquifer and the location of
contaminant fronts around sources at various times. RESSQ can thus be applied to a
large variety of complex flow situations that can not be handled by analytical solutions.

Because the method is lim!ted by neglecting dispersion, RESSQ, as other
semianalytical methods, is most appropriate for preliminary analysis of the extent of
probable contamination in a complex flow regime. If the semianalyticai method does
suggast a contamination problem at the perimeter of compliance the user may then need
to apply a more complex numerical model. Because it is a preliminary analysis tool,
RESSQ is provided only in a deterministic mode. An example application is provided
in subsection IIl(G).

The most obvious limitations of RESSQ are its neglect of dispersion and decay.
Other limitaticns of the method are similar to those that apply to most two dimensional
steady state analytical solutions. RESSQ requires that the medium is homogeneous and
isotropic, with steady state uniform regional flow. Thus the method is not applicable
when the medium is distinctly heterogeneous or anisotropic. Further, the method is not
directly applicable to transient problems.

A more subtle limitation is due to the assumption made in the model that a steady
state flow field exists. This implies that the sum of flow rates from all the injection wells
should be equal to the sum of the flow raes tromn all the production wells. In practice, a
RESSQ can be applied to situajions where these sums are not equal, if analysis is made
at sufficiently large values of time so that quasi-steady flow prevails (see below).
However, if attempts are made to apply the model to shorter time periods where the two
sums are widely diffeient bizarre results may occur. Note that this problem is avoided if
a constant head boundary is specified through the use of image wells, in which case the
two sums will be by definiti,)n equal.

The solulion method used in the mlodel is based on the assumptions of a uniform,
cr.nfined aquifer. Application to a surficial aquifer is thus valid only when conditions in
the surficial aquifer approximate those of a confined aquifer. For a preliminary analysis
of contaminant i;sk this is appfopIate when the surficial aquifer does not show distinct
seasonal variabi;ity, and the input from sources does not result in substantial mounding.
Th•,u latter condition should iue adequai.ely met in situations for which the Dupuit
approxmations hold. In addition, and like most avai!able two-dimenmional analytical
sr'lutions, RESSQ assurneE: that sources fully penetrate the aquifer. This is equivalent to
assuming that 0h;e ciritamiiiant loading from a source instailtaneousl" displaces h. the
pre-existing water thiouý.hout a vertical coliumn of the aq'jifer. Note that RESSQ provides
a sharp front approximation, and cannot account for mixing of the flow from a sour.;e
with the water in the aquifer. instead, the source flow displaces the water ini the aquifer,
without mixing. For a source that is not actually fully penetrating this approximation is
obviously mnore valid for a thin saturated layer. IHlowevor, an overly thin saturated layer
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is likely to result in violation of the confined aquifer approximation. The practical result
is that RESSQ, when applied to a suricial aquifer with a nor-penetrating source, is likely
to provide inappropriate concentration results in the region close to the source, but more S

accurate results further away from the source.

Attempts to apply RESSQ to surficial sources which do not fully penetrate the
aquifer are considerably complicated by the necessary assumption that no mixing
occurs. This may result in overestimation of the concentration resulting from a source. a
This is a particular problem when the rate of regional flow is significantly large in relation
to the -ate of recharge from ihe source. In such cases the positions of contaminant fronts
can still be calculated, but the concentration within these fronts cannot be interpreted as
equal to the source concentration. in, general, RESSQ is recommended for approximate
application to surficial sources only in cases where the flow from such sources is of
sufficient volume to overwhelm the regional flow ir the nelghborhood of the source and
a radial flow pattern is established. In sum, it should be emphasized that RESSQ is best
thought of as a preliminary analysis tool. Despite the many limitations expressed above
it provides a very powerful tool for preliminary analysis of complex flow situations.

Appropriate use of RESSQ is somewhat of an art, and will require practice on the
part of the user to obtain adequate results. This is because the model calculates
concentra'ion front positions on the basis of a finite !lumber of streamlines. The results
observed are tnus to a degree sensitive to the number of streamlines modeled, and the
starting angle of the first streamline leaving each source. The user may need to
experiment with these values to obtain the desired resu!ts. 5 0

By proper formulation of the input data RESSO can ue used to model a wide
variety of situations. The following suggestions for data input are taken from Javandel et
al. (1984):

(1) If the total flow rate from all injection wells does not equal the total flow rate
from all production wells, then, strictly speaking, a steady state flow field, as required by
RESSO, cannot be achieved. However, for large values of time one may assume that
quasi-steady flow prevails, thus allowing RESSQ to be used. However, if the sum of the
two rates are widely divergent, unexpected and inappropriate results may be found for
shorter time periods.

ý2) In addition to modeling recharge or injection wells as point sources, RESSQ
can mcdel constant head ponds as finite radius sources. This is done by specifying the
pond as a recharge well, with radius of the pnond .nprified as the radius of the well. Such
sources are however also considered to be fully penetrating,

(3) RESSQ can include a linear no-flow or constant potential boundary using the
method of images. A boundary is represented by adding an image well for each real well
in the problem, with the boundary located on the perpendicular bisector of the lineA *
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connecting each real well/image well pair. For a no-flow boundary the real and image
wells have the same flow rate, that is, either both are injection or both are production
wells. Since there is no flow through an impervious boundary, the only regional flow
allowed in this case is parallel to the boundary. For a constant potential boundary the
real well/image well pairs have flow rates equal in magnitude and opposite in sign. In this
case the boundary must be an equipotential and the only regional flow ailowed is
perpendicular to the boundary.

(4) The model requires that the number of injection wells specified must be greater
than zero. This is because injection wells act as the starting points for streamlines, so
with( it injection wells no streamline pattern can be draw. To allow greater flexibility in
presenting streamline patterns. Zero-flow wells do not affect the velocity field, but provide
starting points for streamlines whose paths may help explicate the velocity field created a
by regional flow and nonzero-flow rate sources and sinks present.

(5) The techniques described in (4) a!low the specification of a uniform regional
flow by use of a row of zero flow-rate wells. Streamlines describing regional flow can be
drawn by placing a row of zero-flow rate wells perpendicular to the direction of regional
flow at a distance relatively far fromn sources and sinks. The spacing between these wells
must be determined as a function of the ratio of source flow rate to regional flow Darcy
velocity. A routine (ZQWELL) is incorporated into the model preprocessor to provide for
automatic calculation of the required line of zeo-flow wells to describe the regional flow.
However, the user may find it necessary to experiment with the input for this routine in a n
order to establish a sufficiently small (or sufficiently large) number ow such wells to
describe the regional flow within the data input limitations of the codu.

RESSQ, by neglecting dispersion, provides a sharp-front approximation of
contaminant concentration. That is, water injected from a source undergoes no mixing
with water already present in the aquifer, but displaces that water with, ut dilution. Output
of RESSQ includes plots of the time position of contaminant fronts around sources.
Because these represent sharp fronts, the predicted concentration within the fronts is
equal to the injection concentration, while the predicted concentration outside the fronts
is equal to the ambient aquifer concentration..1 actuality, the processes of dispersion
and dilution should result in contanninatirn exiendiog beyond the position of the
predicted fronts, but with a corresponding dilution of concentration. The user should pay
careful atiention to this phenomenon in interpreting the results.

If a production weli is specified, the time evolution of concentration at the
production well will be estimated (provided that at least two stream lines reach the a
production well during the simulation period). This time evolution is based solely on the
number of stream lines from sources captured by the production well, and does not
consider the effects of dispersion and dilution.

Input data for RESSO requires the following informa.tion:

HS
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NWI: Number of injection wells (> 0), not including zero flow wells automatically

specified in routine ZQWELL.

NWP: Number of production wells. May be zero, but see cautions regarding
application of the model to non-steady state flow patterns.

C0: Ambient (preexisting) contaminant concentration in the aquifer.
S

CD: Defa,.lt concentration of injection wells. This number can be overridden in the
specifications for each well (below), However, it is necessary to specify CO if the user
wishes to observe the dimensionless concentration evolution at production wells. !n
general, the user should specify CD equal to the highest injection well concentration.

UNITC: Units of concentration, This is a character s'Lring used to label output. The
default value is "Percent."

IZQ: Requests the use routine ZQWELL for automatic calculation o! a line of zero
flow wells to specify uniform flow (1: yes, 0: no). Generally the user will wish to enter 1
if regional flow is present.

ATTEN: (Default = 1.0). This option is proviced for use with surficial sources. In
such cases the strength of the contaminant may decrease significantly in the process of
percolation through the unsaturated zone. The users may thus specify ATTEN to a •
represent the fraction of the actual source concentration remaining when the flow from
the source enters the aquifer.

HEIGHT: Average saturated thickness of aquifer (in feet). This value is assumed

to be constant throughout the region of study.

POR: Effective Porosity of the aquifer, expressed as percent (POR -- Pxl00).

VO: Pore water velocity of uniform flow (ft/day).

ALPHA: Direction of regional flow, in degrees, measured counter-clockwise from
the positive X :- is.

ADSORB: Adsorption capacity of matrix, equals (1-1/R), where R is the retardation
coefficient, The range of ADSORB is 0-1, as R = V/V,;, where V is the regional velocity
ann V.. the apparent velocity of the contaminant. a

NiFRNTS: Number of contaminant froot positions to be calculated for each source

(maximum 7).

DATE(1 to NFRNIS): H-ines at which fronts are to be calculated (in years).

0, C)
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TMAX: Period of study in years. This sets the maximum amount of time for

calculating the trace of streamlines, and thus should be substantially greater than the W
time period of interest. TMAX should be set large enough so that streamlines can be fully
drawn throughout the area mapped (e.g., TMAX-200). If you are specifying regional flow
through use of zero-flow wells, TMAX should be long enough so that these flow lines can
be drawn across the area to be mapped.

DL. The step-length or spatial increment used to trace out the streamlines, in feet.
If left blank this defaults to (XMAX-XMIN)/200. Using a larger step-length will decrease
run time, but will also decrease the resolution of the streamline plot.

NTL: Plot option, set NAiL -1 to suppress plot of streamlines.

NTF: Plot option, set NTF -1 to suppress plot of pollutant fronts.

XMIN: Origin of area of study, X axis (in feet). It is often convenient, particularly
when specifying regional flow, to set up the axes so that {X=O, Y=0} is the center of the
area of study.

XMAX: Limit of area Cf study, X axis (in feet).

YMIN: Origin of area of study, Y axis (in feet).

YMAX: Limit of area of study, Y axis (in feet).

The next seven variables control the automatic calculation of a row of zero-flow
wells to simulate uniform regional flow. They will be requested only when IZQ=I. The
number of ZQWELLs calculated will be displayed after the data is input. If this number
is too large you may modify tha input and try again. In this case instructions for b
modification will be displayed.

XREF; X coordinate of arbitrary reference point near the sources and sinks (in
feet).

ID

YREF: Y coordinate of the arbitrary reference point.

DIST: Distance from reference point to row of zero flow wells, in feet. Ideally, DIST
must be large enough so that near the zero-flow rate wells the streamlines are essentially
parallel,

WIDTH: Width of the row of zero-flow wells (in feet). This determines the area that
will be covered by the regional flow streamlines.

6 0
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QI: Flow rate of the first source (injection well) in gpd, This value will be carried
to the source input screen as well.

1I

NSLI: Number of streamlines calculated for the first source,

ITRI: Ratio of NSL1 to the number of streamlines plotted for the first source.

WELLS: The following data must be specified for each source arid sink (injection I

well and source well). The injection wells (sources) must be specified first. Monitor
source wells may be specified in order to observe contaminant concentration
development.

NAMEW: Name of the well, source or sink (charactei).

XW: X coordinate of the well (feet).

YW: Y coordinate of the well.

QW: absolute value of flow from/to this well, gpd. I

RADDW: radius of well (or pond), in feet. This value will default to 0.2461 ft.

C: concentration of an injecting well in units of UNITC. This will default to CO. •

BETA1: angle (degrees) of the first streamline calculated for each injection well.
This value can be modified to obtain better streamline definition. The angle is calculated
counter-clockwise from the positive X axis.

NSL: numnier of streamlines calculated for an injection well. Default value is 40. -
Set NSL = -1 fci no streamlines.

ITR: ratio )f NSL to number of streamlines actually plotted. Dt.termines the density
of the plot. Set IFR = -1 to suppress plotting oi streamlines from ihis well,

INDW: Plot option. Set INDW = -1 to suppress plot of fronts in the case of an
injection well, or suppress study of concentration in the case of a production well.

Figures 23 through 29 show input data set examples for RESSQ. Figure 30
illustrates graphical output from this simulation.

61

0~~o - l e 0 0



1:44

1 Title CANrw 80 cha~roctcrm) [AGO)-T l471M : i,

2,Itmbe~r of Injection wells ( > 0) t15i

3,timber of production wells [RA SIII
'I (hbicnt concentration in aquife-r ECE1O.4]

S,Dcfault injection concentration [EW1)-I N

6.Units of concertration Clllank:percent)

7,Syterm of units [IM)II

O.Thlckness of aquifer Wm [EIO.'I)

Figure 26. rilrnh ditzt~a gt fot RNS

HI-SSQ Input Injection Production

~~~~~~~L 11[j iU~lu ll 11 .Aul.1[ ,d IL 1'ib~dl .1.

9.Porosity (percent) (EIO.41 E LA

1O.Pore water uuiocity (rv'yr) CEIO,.'kJ

iILDIrection of flow [in degmeea) CESIO41

12,Adeorption capacity(D'no adsorption) [ElUil

13,l'rriod of study (gears) [ZI0i]

S4.tep lengtlh Wm [IF l) II r
* -. Ylac~pIot, of streamlines [151

nit -X Exit 'M Ikipi Ait-F Clos

Figure 27 . rip-uv- cliat ý;t t r PT E

G62



i. Mme of pnoduct ion wel I [AID]I.n1

Zx coordinate (m) C!19.4)

I~ate of production CNC3.4) CEI8.4-

S.Weil radliw CBlank:defaultz7.5 cm)-

6.Blank means coric-ntratlon Is to be studied

a~lt-X Exit AHelp' nit-i"I Clic --

Fig~ure 28. Pr'toliit- iu)ii weL 1 I f .i K

209. 2S. 0 . 0
-1000.l- 1000. -108. 100. 0. (A3

Fig-ure 29. vi owi riq t. he rnphtt 1 I

0S

CP ip G



4-AU

100

6 +j

n4K

&f

CY _ _ -.- _

enJ~W '~&~~T

C 0
C0

I.! -1V



'•"'

9. USGS MOC X)

fi+i ,I MOC is a Nwo-dimensional model for the simulation of non--conservat~ve
solute transport in saturated ground water ýystems. The model is both general in its
applicability and flexible in its design. Thus, it can be applied to a wide range of
problems. It computes changes in the spatial concentration distribution over time
catused by convective transport, hydrodynamic dispersion, mixing or dilution from
recharge, and chemical reactions. The chemical reactions include first order irreversible
rate reaction (such as radioactive decay), reversible equilibrium controlled sorption with
linear, Fruenidlich or Langmuir isotherms, and reversible equilibrium controlled ion

exchange for monovalent or divalent ions. The model assumes that fluid density
variations, viscosity changes, and temperature gradients do not affect the velocity
distribution. MOC does allow modeling heterogeneous arid/or anisotropic aquifers.

The model couples the ground water flow equation with the non.conservative
solute-transport equation. The computer program uses the ADI or SIP procedure to
solve the finite difference approximation of the ground water flow equation. The SIP
procedure for solving the ground water flow equation is most useful when areal
discontinuities in transmissivity exist or when the ADI solution does not converge. MOC
uses the method of characteristics to solve the solute transport equation. It uses a
particle tracking procedure to represent convective transport and a two-step explicit
procedure to solve the finite difference equation that describes the effects of
hydrodynamic dispersion, fluid souces and sinks, and divergence of velocity. The I
explicit procedure is subject to stability criteria, but the program automatically determines
and implements the time step limitations necessary to satisfy the stability criteria.

MOC uses a rectangular, block-centered, finite-difference grid for flux and transport
calcUlations. The grid size for flow calculations is limited to 40 rows and 40 columns.
The grid size for transport calculations is limited to 20 rows and 20 columns which can
be assigned to any area of the flow grid. The program allows spatially varying diffuse
recharge or discharge, saturated thickness, transrnissivity, boundary conditions, initial
heads and initial concenitrations and an unlimited number of inlection or withdrawal wells.
Up to five nodes can be desiqnated as observation points for which a summary table of
head and concentration versus time is printed at the end of the calculations.

The program documentation can be found in the following reports:

Konikow, L.F. and J.D. Bredehoeft. 1978. Computer Model of Two-Dimensional
"Transport and Dispersion in Ground Water. USGS Techniques of Water R.-,uurceK
Investigations, Book 7, Chapter C2.

Goode, D.J. and L.F. Konikow. 1989. Modification of a Method-of-Characteristics
Solute Transport Model to Incorporate Decay and Equilibrium-Controlled Sorption or Ion
Exchange. USGS Water Resources Investigations Report 89-4030. 0
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MOC has the following limitations. The development of the solution required a
number of assumptions, and the degree to which field conditions deviate from these K

assumptions will affect the applicability and reliability of the model. These include the I

following:

(1) Darcy's law is valid and hydraulic-head gradients are the only significant driving
mechanism for fluid flow. Low velocity flow under other conditions is not considered.

(2) Solute transport is dominated by convective transport, an assumption required
for the method of characteristics solution of the flow equation.

(3) The porosity and hydraulic conductivity of the aquifer are constant with time,
and porosity is uniform in space.

(4) Gradients of fluid density, viscosity, and temperature do not affect the velocity
distribution.

(5) No chemical reactions occur that affect the fluid propelies or the aquifer
properties.

(6) Ionic and molecular diffusion are negligible contributors to the total dispersive
flux.

(7) Vertical variations in head and concentration are negligible.

(8) The aquifer is homogeneous and isotropic with respect to the coefficients of
longitudinal and transverse dispersivity.

I)

An interactive preprocessor. PREMOC, is included with the program to facilitate
user friendly data entry and editing. An example of the graphical output is shown in
Figure 31, an enhancement to the original software package..

S

10. RANDOM WALK

This program provides simulations of a large class of groundwater solute
transport problems, including: convection, dispersion, and chemical reactions. The
solutions for groundwater flow include a finite difference formulation. The solute transport
p,:tion of the code isb .ased on a particle-in-a-cell technique for the convective

mechanisms. and a random-walk technique for the dispersion effects.
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di, 4

Con ta"inant Concentration Concentrat ion

Example I

Model MOC

Standard: 5.0

- -" , -,, -~-

F g r ...

.- -. -- _.7-:

The~ ~ .code_.. ,-an" simlat one or tw-imnioa non--dy d flow problems

-- : .7 .. //<,. /-., . <

""-K. , ' .. ? >"¢ -•/.

Figurs :31. Graphical Output. trom MOC I

The code can simulate one- or two-dimensional nonsteady/steady flow problems

in heterogeneous aquifers under water table and/or artesian or leaky artesian conditions.
Futhermore, this program covers time-varying pumpage or injection by wells, natural or
artificial recharge, the flow relationships of water exchange between surface waters and
the groundwater r(,servoir, the process of groundwater evapotranspiration, possible
conversion of storaje coefficients from artesian to water table conditions, and flow from
springs.

The program also allows specification of chemical constituent concentrations for
any segment of the model including, but not limited to, injection of contaminated water
by wells, vertically averaged salt-water fronts, leachate from landfill, leakage from
overlying source beds of differing quality than the aquifer, and surface water sources
such as contaminanted lakes and streams. The program documentation can be found
in the following report: Prickett, TA.,T.G. Nayrnik, and C.G. Lonnquist, 1981. A "Random-
Walk" solute transport model for selected groundwater quality evaluations, Bulletin 65,
Illinois State Water Survey, Champai,ln, Illinois, 103 pages.
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Model limitations include:

(1) As with MCC, concentrations greater than initial conditions are possible,
especially when coarse discretizing is used.

(2) The method may take an unusually large number of particles to produce an
acceptable solution for some problems (a maximum of 5,000 particles).

(3) Engineering judgment is an aabsolute requiiement In arriving at an acceptable
solution, This is because of the "lumpy" character (Yý li i~utpt. Therefore, experience
with this technique is needed before one can apply the code successfully to a field
situation.

An interactive preprocessor, PREWALK, is included with the program to facilitate
User friendly data entry and editing. A screen of the preproclussor is shown in Figure 32.

PREUALX./rAI N SCHEU 01
R A DN D LJMUAL X

ILLINOIS STATE WATER SLJRUEY - SOLUTE TRIVISI'OJT MODEL

This program can model solute transport in a variety of aquifer
cunditiolg steady or non-steddy state, hc±.erogeno~is aquifers
under watertable aiidii/or artesian or leaky iwtesi~n conditions.

The program employs a pWticle in cell technique to model
conullectiuc dispersion and a random-malk technique for the

dispersion effects. Solutionis for grou.ndwater flow are based
on finite difference techniques.

Deuenlopled by: Thomas A. Prickett
Thomas G. Maymik
Carl Gi. Lodinquist

Preproce!ssoV added by: Fric G. Burneson
Departmitnt of Ciuil & Enuironmential Enginecriincj
Duke ijiiiuersity
Durham,~ Ncrt Carolina 27706

Press Return

Figure 32 .A screen zrom the RANDOJM WALK epYeoo1



11. USGS MODFLOW

MODFLOW is a finite-diff eience model simulating ground water flow in three
dimensions, Using a block-centered finite-dlifference approach. Layers can be simulated
as n~onfified, urnconfined, or a combination of confined and unconfined. Flow fromjexternal 2tresses, such as flow to well,, areal rechai~ge, evapotranspiracion, flow to drains,
and flow th~rough riverbeds, ran alc~o be represented. The finite-difference equations can
be solved using either ths Strongly Implicit Procedure or Slice-Successive Overrelaxation. ~
The computer program. is written in a modular form. It consists of a main program and
a series of highly independent subroutinec ca'led "modules." The modules are grouped
into "packayjes." Each package deals with a specific feature of the hydrologic system
whic'h is to be simu~ated. This version of MOOFLOW includes the following packages:

BAS1 Basic Package
BCF2 -- Version 2 u,' Block-Centered Flow Package
RIVI * River Package 1
ORNi -- Drain Package
WELl -- Well Package

- ~ ~ RCH R~-I- Recharge Package
EVF EvpotansiraionPackage

SIilSrogy mlii Proceduro Package
SOR1Slie SucesiveOver-Relaxation Package

PCG2 ýersor. ofPreconditioned Conjugate Garaalient Package
lSTR -- rer Package

IB I nterbed -Storage Package
CHDl * Timne-Variant Specified-Head Package
GFD1 - General Finite Difference Flow Package

_Fho basic model is documented in: McDonald, M.G. and Harbaugh. A.W., 1988,
A. mcodllr three- dim-ensional finite-dlifference ground-water flow model: U.S. Geological
Survy Techniques of Water-Resqources Investigations Book 6, Chapter Al, 586 pages.
T P ?C G2 Packagie is docUmeliced in: Hill, M. C., 1,990, Preconditioned

carjiijae-gadint2 (PCG2), a. oorrputer prograrn for solving ground-water flow
nctiaons: U.S. Geolcgio;,,l Survey Water-Resou~ces Investigationg Report 90-4046, 43-

pa,.:.ie STR I Package is doc~ument-ed in: Prudic, D.E., 1989, Documentatio'n ofa
!:i'iput( r ,iogrem io simulate streani-aqu~fer relations u ing a modular, finite- difference,

.inc ap.ter flow model: LU.S_ Geolouical Survey Op~en-Filp Renort FRP-72q, 113 pages.
The 0S1 ar,d CHID1 Packages3 are documerited in: lLeake, S.A.'and Prudic, D.E., 1988,
U c ,,urnentation of-k computer program to simulate aquifer-system compaction using the
inc duyv trit-~fee qround-vater flow miodel: U.S. GeologicAl S-urvey Open-File

K! 'a 482, 80 .cs. The GFD1 Package is documented in: Harbaugh, A.W., 1992,
A cjeuoralized fin~te'dfilference- fcrrciuiatkin f--. the U.S. Geological Survey mondular three-
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•K 1
dimensional finIte-difference ground-water flow model: U.S. Geological SurveyOpen-File W,
Report 91-494, 60 pages. The BCF2 Package is documented in: McDonald,M.G.,
Harbaugh, A.W., Orr, B.R., and Ackerman, D.J,, 1992, A method of converting no-flow
cells to variable-head cells for the U.S, Geological Survey modular finite-difference
ground-water flow model: U.S. Geological Survey Open-File Report 91'.536, 99 pages..

The MAIN program has been modified to include all the packages. The IUNIT
assignments for packages not in the original model are:

BCF2 -- IUNIT(1) -- same IUNIT as used for BCF1 because BCF2 replaces BCF1,
PCG2 -- IUNIT(13), GFD1 -- IUNIT(14), STR1 -- IUNIT(18), IS1 -- IUNIT(19),
CHDI -- IUNIT(20).

The input unit for the Basic Package is unit 5, which is defined by the assignment
of variable INBAS in the MAIN program.

The X array is dimensioned to 350,000. This is large enough for a model having
approximately 20,000 cells.

The approximations applied to the flow equation to simulate the effects of a water
iable (water-table transmissivity calculation, vertical leakage correction, and
confined/unconfined storage conversion) were developed using the conceptualization of
a layered aqjifer system: in which each aquifer is simulated by one model layer and • S
these aquifer layers are separated by distint confining units, If one attempts to use the
water-tab!e trarismissivity calculation in the situation where several model layers are
simulating the same aquifer and the water table is expected to traverse more than one
layer, problems with cells incorrectly converting to no flow may occur. Because the
conversion to no flow is irreversible, only declines in the water table can be simulated.
Vertical conductarice is left constant until a cell converges to no flow, and then is set to
zero. This asumes there is a confining layer, which dominates vertical flow, below the
rnodel water-table layer. In particular, the model program may have difficulty handling
a multilayer simulation of a single aquif:•r in whichi a well causes drawdown below the
top model layer, The solver may attempt to convert cells to no-flow cells sooner than it
should. This could cause the simulation to dagenerate.

A shell program is provided lor executing the program ( Figure 33). The following
files are for the example obtaibed from the original ducumentation:

twri.5 BAS1 Package input
twri.1 1 BCF2 Package input
twii.12 WELl Package input
twri.13 DRN1 Package input
twri.18 HCH1 Package input
twri.19 SIP1 PAckage input

II



Figure 3 3. ..

12. SUTRA

SUTRA is written in ANSI-STANDARD FOR-THAN-77 and may be compiled
:inci executed under most operatingo systems and on mnost computers. Many SUTRA
auplications require considerable array storage and computational effort, These
ipp~ications m~ust be carried out on large. fast scalar maichines such as mainframes.
'Tniricomputers. workstations and 386-or-better microcomputers with mnath coprocessors
ard at !east a few Mbytes of mýýmory, or on vectoriarray-processi rg machines.
Apph(cations on 640 Kbyte-limited m-icrocomputer systems are approximately the size of
treP lar-jesi Hexaniple problem included with this Ixackaqce.

The set of files ln(:ludes:

1) SUTRA Main routine (MAIN FOR),
ý2, 1!SU RAsubioutines totnclitr~ iles- ia) US H .F R wit N

!Aiser-prograrmmmble routines, (and (b) SUBS1.f-OR m SUBS2.17QR with all the other

23) tweo mresh dlata gjeneration rOUtnPs iMGL.NlBiIC FOR anid MGENRAD. FOR),
i4) uinpo mkiut (1,'a siets co;(nsisting, of thi ee data sets rerqiired to run each of tniree

- ~ saiiilesfron the W J TRA (ocuiiir itation:.
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(5) three output data sets with results from these three examples; and
(6) one rouwine for calculation of hydrostatic pressure data at specified pressure X.

bcundaries (PBCGEN.FOR).

SUTRA is composed of one main routine and 24 subroutines contained in four
files listed above, which must first be compiled in FORTRAN-77 and then loaded before
running a simulation. Two files must be permanently assigned for the computer
installation of the user, Instructions may be found in the main routine, MAIN.FOR. One
file captures erior output written during file opening. The other file will contain the unit
numbers and file names to be assigned as SUTRA input and output files ior each
simulation. Presently, the error file has unit number 1 and is called SUTRA.ERR, and the
simulation units assignment file has unit number 100 and is called SUTRA.FIL. Use of
the new simulation units assignment file is d 3cribed below.

In addition to thE two permanently assigned files discussed above, three or four
files must be assigned for each simulation in crder to run SUTRA. Two are input files
and one or two are output files:

UNIT KI: this file contains all of the datu necessary for simulation except initial
conditions.

UNIT K2: this file contains initial conditions of pressure and concentration or
temperature for the simulation.

UNIT K3: the main output of the simulation is placed in this file.
UNIT K4: this file saves simulation results for later restarts. It is needed only if the

option to save the final solution for later restart is chosen in UNIT K1 Dataset 4. Data
will be written to this file after each ISTORE simulation time steps (NEW feature) in a
format equivalent to that required by UNIT K2 so that this file may late] be used as UNIT
K2 for simulation restart.

These assignments are recorded by the user in the NEW simulation units
assignment file which has received a permanent name and unit number in the main
program (see above). Presently the file is called SUTRA.FIL and is unit number 1. The
required format of this file is:

Ib

VARIABLE FORMAT

Unit Number for K1 (free format)
File Name tor K1 (A80)
Unit Number for K2 (free format)
File Name for K2 (A80)
Unit Number for K3 (free format)
File Name for K3 (A80)
Unit Number for K4 (free format)
File Name for K4 (A80)

/12

7i

S • q • •• •• • 41



Three test problems are included in this package. To test the new installation of
SUTRA, these problems may be run with the executable file (SUTRA.EXE) included in this 0
package. Results of running the three test problems may then be compared with the
three output listings provided in the original documentation package. 4

SUTRA will provide clear, accurate answers only to well-posed, well-defined, and
well-discretized simulation problems. In less-well-defined systems, a SUTRA simulation
can help visualize a conceptual model of the flow and transport regime, and can aid in
deciding between various conceptual models, SUTRA is not useful for making exact
prediction of future responses of the typical hydrogeologic systems which are not well
defined, Rather, SUTRA is useful for hypothesis testing and for helping to understand
the physics of such a system. On the other hand, developing an understanding of a
system based on simulation analysis can help make a set of worthwhile predictions
which are predicated on uncertainty of both the physical model design and model
parameter values. in particular, transport simulation which relies on large amounts of
dispersion must be considered an unce, Lain basis for prediction, because of the highly
idealized description inherent in the SUTRA dispersion process.

S

Reference materials for the original releases of these codes are:

1- SUTRA - A finite-element simulation model for saturated-unsaturated
fluid-density-dependent ground-water flow with energy transport or chemically-reactive
single-species solute transport, U.S. Geological Survey Water-Resources Investigations s
Report 84-4369, 1984, 409pp., by Clifford I. Voss.

2- SUTRA-PLOT - Documentation of a graphical display program for the
saturated-unsaturated transport (SUTRA) finite-element simulation model, US. Geological
Survey Water-Resources Investigations Report 87-4245, 1987, 122pp,, by William R.
Souza.

13. BIOPLUME II

BIOPLUME II is a two-dimensional model for simulation of transport of
dissolved hydrocarbons under the influence of oxygen-limited biodegradation. The code
also simulates ruaeration and anaerobic biodegradation as a first-order decay in
hydrocarbon concentrations. The model is based on the 1987 version of the USGS
two-dimensional method of characteristics transport model by Konikow and Bredehoeft.
it computes the changes in concerrtrrtion over time due to _ rnvection, dispersion, p

mixing, and biodegradation. BIOPLUMI: II solves the traosport equation twice: once for
hydrocarbon and once for oxygen. As a result, two plumes are computed at every time
step. The model assumes an instantaneous reae.lion between oxygen and hydrocarbon

to simulate biodegradation processes. The two plumes are comhined using the principle
of superposition. The model allows injection wells to be specified as oxygen sources
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into a contaminated aquifer. It provides the diinlsource.sofxye inta
dissolved oxygen in the uncontaminated aquifer, natural recharge of oxygen acrocs the
boundaries, and vertical exchange of oxygen~ from the unsaiuratedK zo ne (reaerati 0n) .Th e
model comes with a menu-driven, interactive preprocessor h.nd handles a 20 x 30 cell
grid.

Figure 34 shows the preprocessor for BIOPLUME 11. Although the model interucts
with the user through a series of informative screens, the user is advised to readth
uAser's instructions in the original documentation before sunning the model. BIOPLJM.E
11 is documented in: Rifai et al., 'Computer Model of Two-Dimansional Contaminant
Transport under the Influence of Oxygen Limited Biodegradation in Ground Water.",
User's Manual - Version 1 .0. Dept. of Environmental Science and Engineering, Rice
University, Houston, Texas, 1987. The model also. creates SURFER (Golden Software)
compatible output files. The following files are data and output files for one example of
model simulation.

Data file: SAMPLE.DAT
Output files: SAMPLE.OUr, HEADS.OUT, OXYGCONC.OUT, and HCCONC.OUJT.

Load r
main~ tenu

1. Edit r Ilet nbam~
z . Edit card I. (Title)
3. Edit card 2 (Grid~imi~ng pa~rameters)
4. Edit card. 3 (C-rid~eirmirg parawiter-s)
5. Edit card 4 (Reaction paxraieters)
6. Edit ddia ioet I ((Thseruation wells)
7. Edit data set 2 CPump/Inject ue Ils)
8. Edit data set 3 (Tranaaii"sluitg rsap)
9. Edit data set. 4 QTl~ckncss nap)

10. Edit data set 5 (Rechrge Pm~p
ill Edit data set 6 (Odeid reap)
12. Edit data oct 7 MNdeid code definition&)
13. Edit data- ar~t 8 Water table elcuation'.)
14. Edit data set 9 (Initial hydrocarbon conc.)
15. Edit data act 10 (InItial oxygen curme.)
i!3. Edit data set 11 (Pumping periods)
17. W ite data to rile
18. Qu.it

Enter the number or vour choice a.,.13) .,..

Figure 34 . F p'::;tf.~ 1r 3IflPMLME [ T



14. ODAST IN MONTE CARLO MODE

The program ODAST evaluates the one dimensional analytical solute
transport solution considering convection, dispersion, decay and adsorption in porous
media (Javandel et al., 1984). The program has been modified to facilitate Monte Carlo
analysis. In Monte Carlo mode, the input concentration and regional flow velocity both
become random variables, and the cumulative frequency estimated over these and other

71 random parameters should provide a reasonable estimate of the average risk. An
example is providend in section 111(G).

The preprocessor developed for ODAST 'n Monte Carlo mode follows a standard
format that is used for most of the models in the system. This consists of presentation

ofa number of screens, with input slots to be filled. 'The data to be input for ODAST in 1
Monte Carlo mode are as shown in the following screens

ii O i~S w n~it~ LiuU.I i . l Ja ii i l: ~ W i-i 2111JIll i; '1 i l H[41Lf [!iU ii'lh
1 .4qbe1' of x p(Jitioflm 1151 'Il

Ualu~eg of distance xc from the source(mMD1)ii lii

2. Ist 3. 2nd 11. 3rd uIj
B. 7th~ I 9 8t3 10. 9th - 1
14. 13th:u 15. lAth: 16. isti:ý.

*17. lbth'ý 1a. 17th:ý 1.9. 18th:.ý

Figure 35. input data :3e I Lot ODA';TM~r
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i.!tmber of time points (IS]

Uaiurs of time to calculate CrAB~yearCCEDIOA]3

2. 1st i s .Znd 4. .rd

5. 4th 6. t 7.6Eth

S. , .7th 9.89th 10. 9th

11 I', 12. 11th ý 123. I2th. Ii
14. 13h: IS. 14th 16. 15t),.j

17. 1E th 1B. 17th: 19. 18th:Ii

fllt-X &1-, F4 tip Alt-F5 Close

Figuare 36. Iniput data set 2 tar CDASPrMC

DIWS? Input

Input mean ualue (MU), stawtard deviation, CSD)
and parameter distribution tyjpe (PDT)PD

.t~ire of wasterehrQarf1O]LS t U
2.Pore wdter uelxitj (rvd) U10~.41: oE ý

3.Lorqitudiral dispersiuityj (m)(D1O.i]: * ~ t
.Dliffusion coefficient CrQA)CDIS.4): .

5.Sourct concentration mIst).: V

ixtFMýle Alt- F? Close

Figure 37 . F iiputý Ida :-et 3 tfor ODA?-3mC
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7(DMtT Input-

Input mean ualue (MUJ), standarzd deuiation, (SD)
andd parwmeter distributiP'n tyjpe (PDT)

miSD PDT

i.uLik ro.s density (g/cm^3) ID19.4] K3
Z.Foro.Ityi [D10,41: o

3.Distribu~tion coeff. (cm'3/g)ED18,41:

4.IRadioactiue decayj factor' ED10.4]:

5. Decaiy factor of the vource tDiO .41:

AtXExit._F4 Help Alt-F3 Cioge

Figure 38. input data setý 4 tor ODAS'TMC

0 Y~nput

I .Tari-gt concentration to euahuate CD18,4J 1in n
I .jMkugber of Monute Cair~o rung (151j

3.0baeruatiotu point of' X 1IS53

4.0becruatioro point of T (15]

S.w of cov'uqinant [Alto]

6.Naiqe of site tfA1OJ

Figure 39. Lripurt daita fw-l: 7 fr OD)ASTMC
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15. TDAST IN MONTE CARLO MODE

The model TOAST evaluates the two-dimensional analytical solute transport
solution, considering convection, dispersion, decay and adsorption in porous media
(Javandel et al., 1985). The program has been modified to facilitate Monte Carlo analysis.
TOAST in Monte Carlo mode has a similar preprocessor to that of TDAST. The data
input is thus essentially the same as that for TOAST, with some modifications, as shown
in the following screens.

TDAT Input1

1. Distamce x from' the sourcc Wni [FiO.A): i
2. Distance y from the source CW EFi.O.4]:

3. Time t c1apsed since the beginning (day) [FiO.4) 1 ,I

4.~ Mumiber of Monte Ca.rlo Ru~ns [HS]:-

5. 3, sed f or random numiber generator 1151:

&. Maximurui dllowiable concentration I FIOL.1i:0

-7 P~iIl I p

A~lt-X Exit F4 Help Alt-F3 Close

Figjure 40. inpuL data set- I T.r DASTMC

Pk



I DS InIputa~ur

and primeter distribution type (PDT) S U

1. Pore watc'- velocity (rvday) (Flail l

j.2. Longitudina.l disrpeniulity(mH[F103.l Ei
3. Transverse dlspersiuitti(m)CMlDit

4. DifIfusion cQCIlCffcictrumJuJdrwzJ 5O a K

Ssource cocenxTtrationr (716.4]:ia

S. Half length of souree Wat (719.4]:

Alt-X k i F..W.~4~ Help Alt-fl Close

Figure 41. tnpur diata set- 2 for TDASTMC

Input ryaan ualue (!tflI standard deuiation, (SD)
and peronecter distribution type (PDT) m S D

tI.Blk Inaso density (W/crqC) (718.4]: WI K S iS

3.Diatrlbution coeff.Ca~m-3/q)(flOiJ; K S tS

i.Radzoamctiue decay factor 1170.43: K n n ti
5. Decayj ladCtnr of the source Cr18.42: aA

Ait~-X Exit Ml Help (iitF Close

Figure 42. PupanL .[aL,-ut 3er tc TPASTrMC



T) T Input X;

di.,Liber of integratlons (151

Z.First rumber of points for integration [15]

3.Second r'wqber of points for Lnte•ration [IS] j

4. 3th number of points for integation (153 j

5. ith number of paints for integration [153

6. 5th number of paints for integration [15] l'
7, 8th mmber of points for integration (15] 1
8, 7th number of points for integ'atIon [IS] I

, ;M •;i;:i a!~ L:iJ;l!t~ iiiii . , ,.: ,.. ii i., i uI DeL UJI• -b . ,::.~ ,i,... oojj

AIt-X Exit F4 ticlp Ait-F3 Close

Figure 43. input data set 4 for TDASTMC

test2 TDvST(honte Carlo) 580 UH . FT. I

* '9 0 -

H I

.18-

.30- 85 /

.20- Comccntratiotn .50000

Exccedamne Prubability: U'b4
.1- i Enter Corcntrcatuntlu e L <<v: <<

00,I I I I
.Vi 1.28 2.28 3.zO 4.zo 5.;0 5.21 7.21 1.Z2 '9.Z1 ýE -1

CCNCEMTRATIOM

Figure 44 . Graph ica L out-put r uar TDASTMC
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16. MOC IN MONTE CARLO MODE 0

MOC in Monte Carlo accounts for the most important only some of the
many possible sources of uncertainty are considered in this procedure. These were
selected on the basis of a sensitivity analysis, under the assumption that the nydraulic
heads along the boundaries are exactly known. Thus the Monte Carlo method is •
designed to be most applicable for the specific case of analysis of proposed hazardous
waste sites. Of particular interest in this method is the specification of a spatially
covariant hydraulic conductivity random tield, which is well adapted to the simulation of
the natural uncertainty in this parameter, where it is expected that hydraulic conductivity
values will tend to show a higher degree of similarity between nodes that are closer 0
together in space, The Monte Carlo procedure also conceives of a situation during which
contaminant input begins following the failure of a containment structure, prior to which
there is essentially no input from the source. This conception is most applicable to the
analysis of a proposed hazardous waste landfill, in which the analyst must consider the
possibility of contamination resulting from failure of the landfill liner, thus the following a
elements of uncertainty are included:

(1) Site Reliability Model

Given that the probability that the landfill will fail in any year is p, then t•, the year

in which the landfill liner fails is geometrically distributed with parameter p: S 0

Prob(tf 1p) - p(1 _p)t 1 (5)

It is very likely that the value of p can be estimated only with limited precision. a

To reflect this uncertainty, we assume that the parameter p is a orion beta distributed
with parameters a and b:

p ~-S eta (a~b) (6G)

(2) Leachate Release Concentration

Given that a failure has occurred, the probability of the amount/ characteristics

of the released point -ource contaminant, C,, at time t, is apriori normally distributed
with mean u, and variance v,:

C(7)

As in most numerical models, areal sources will be assumed to be represented
by a number of point sources.

H L

.



(3) Hydraulic Conductivity Random Field

It is well documented that the spatial variability of hydrauic conductivity can
have a significant effect on the field-length dispersion of contaminant plumes and that
hydraulic conductivity is lognormally distributed (Freeze, 1975; Smith and Schwartz,
1980, 1981). We assume a Mwo level stochastic mdJel to reflect both natural and
parameter uncertainty in the hydraulic conductivity field distribution, For the case of m
nodes, it is assumed that K In (&), the (mxl) vector of the natural logarithm ot the
hydraulic conductivity, follows an m-dimension normal multivariate distribution with
mean u, b_ and covariance vkB:

K- N(uk &,v, 3) (8)

where t =(1,1 ,.... l), is an mxl vector of ones, B is an mxm matrix whose diagonal
elements are equal to one, and whose ij-th off-diagonal elements are given by the
expression exp (- d,I/do), where di, is the distance between the ith and jth point and
do is the correlation length. In addition, in order to reflect uncertainty about the
parameters of the distribution, it is assumed that a orio uk conditioned on vk is
normally distributed with mean M and variance v,/ T:

(Uklvk) - N(M, vk /t) (9)
I 0

and (1/v,) is gamma distributed with parameters c and d,

(1/vk) Gamma(c,d) (10)

In practice, v, ,s generated from CO/(2X), where X is an inverse chi-square deviate.

(4) Background Concentration
I

The pre-existing concentration of solute in the aquifer, prior to landfill failure, C,
is assumed to be uniform throughout the aquifer and specified by a log-normal
distribution:

In(C,3) - N(uB,v) (11)
I

Note that this requires that the background concentration cannot be exactly zero.

The model allows the specification of a time-varying pumping schedule through
the specification of a number of pumping periods. During each of these periods the

S2.
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pumping occurs at a constant rate. However, differing pumping configurations may be
specified for subsequent pumping periods. For Monte Carlo wimulation the model should X;
be run in steady-state mode with only one pumping period specified.

The input data is organized by ird images, as follows: 4i

card 1. Title ..........
card la. MV-nte Carlo card I .... a
card lb. Monte Carlo card II ....
card 2. Control card I .......
card 2a. Control card la (optional)
card 3. Control card II ......
card 3a.Control card Ila (optional)

data set 1. Observation points .....
data set 2. W ells ...........
data set 3. Transmissivity .......
data set 4. Aquifer thickness .....
data set 5. Recharge/discharge ..... a
data set 6. Node identification matrix.
data set 7. Instruction for node id's.
data set 8. lnitial head ........
data set 9. Initial concentration..

data set 10. Additional pumping periods.

The two Monte Carlo control cards are required when the model is used in Monte Carlo
mode. When the preprocessor for MOC is accessed and the site has not been
previoulsly analyzed using this model, a default data set may be loaded to guide data
input. If previous analysis has occurred the previously formulated data set will be
reloaded.

Details for the input "cards" follow:

CARD 1. TITLE

TITLE: Title of the problem and contaminant studied (to 80 characters).

CARD 1 A. MONTE CARLO CARD 1. Required only for Monte Carlo applications.

JTER: Number of Monte Carlo iterations to run. Ideally, JTER should be set to a
relatively large number in order to yield good definition ot the cumulative frequency
histogram. However, MOC is quite slow when run in Monte Carlo mode on a PC. The
user is advised to initially test the input data by running the model with JTER set to a
small number. A complete run can later be undertaken at a time when the computer can
be left to run overnight,
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0
BACKM: Mean of the lcg background concentration of solute. As presently

formulated, MOC in the Monte Carlo mode requiWes the specification of a non-zero
background concentration. If there is not known to be any background concentration
preser.t this value may be set to the detection limit of the solute species.

SBACK: Standard deviation of BACKM. The background concentration throughout
the grid is modeled as a log-normal process.

CARD lb. Monte-Carlo data card I!. Required for Monte Carlo applications.

TARGY: Time horizon for simulations (years). This is the total time of simulation.
Failure of the landfill liner may or may not occur within this time horizon.

UALPHA: MOC in the Monte Carlo mode presumes that contamination may
commence at an unknown date within the scope of the simulation, as with the failure of
the landfill liner. The proba' v of failure in a given year is described by a geometric
distribution with parameter 1. vhile p follows a Beta distribution. UALPHA describes the
lower bound (a) of this disiriL ition.

I UB3ETA: Upper parameter (b) of the Beta distribution. To simulate a fixed time of

failure, set TARGY to cover the time from known failure to the time of interest, and set
6 IUALPHA and UBETA to 1.

p D
RELCM: Mean release concentration of solute (uj), given failure, modeled as a

normal process.

SRELC: 3tandard deviation of RELCM (--).

The next five variables relate to the generation of the spatially covarying hydraulic
conductivity field, which has covariance vkB. The variable vk is generated as CO/(2X),
where X is an inverse chi-square deviate, where the conditional mean, u,. is generated
by a normal process with variance vk I r.

NOBS: Degrees of freedom for the inverse chi-square deviate. This may be
interpreted as the equivalent number of observations for a prior distribution on the
hydraulic conductivities.

KPRM: Transrmissivity is modeled as a log-normal process, with spatial covariance
throughout the grid. KPRM is the mean log transmissivity (M).

CO: May be interpreted as the sum of squares for the transmissivity prior.
TAU: Jivisor (-c), relating the variance of the mean hydraulic conducti'.ity to the

covariance of the hydraulic conductivity field. As stated above, K Nm (uKb, vB), and
UK/VK N(M,vK,/•). S
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DL: Integral scale (d,): the correlation length (in feet) for the hydraulic conductivity
covariance matrix B, the off-diagonal elements of which are given by exp(-d,/do). For
information on this parameter the user may refer to Hoeksema and Kitanidis (1985).

CARD 2. CONTROL CARD I.
NTIM: Maximum number of time steps in a pumping period (limit 100).
NPMP: Number of pumping periods to be specified.
NX: Grid set-up, number of nodes in x-direction.
NY: Number of nodes in y-direction.
NPMAX: Maximum number of particles traced (limit 6400).

NPNT: Number of time steps between printouts. In the Monte Carlo mode a printout S

will be made after the first run. Subsequent printouts can be suppressed by specifying
NPNT > NrIM.

NITP: Number of iteration parameters (usually between 4 and 7).

NUMOBS: Number of observation points to be specified in a following data set
(maximum 5).

ITMAX: Maximum number of iterations to be used in the ALA (alternating direction
implicit) solution procedure of the flow equation (usually between 100 & 200). A warning * *
will be issued if this value is exceeded without convergence. The authors note that it may
be difficult to obtain a solution using the iterative ADI procedure for cases of steady-state
flow when internal nodes of the grid have zero transmissivity and for cases in which the
transmissivity is highly anisotropic.

N EC: Number of pumping or injection wells to be specified. One such well is
allowed per node.

NPTPND: Initial number of particles per node (allowable values 1,4,5,8,9, or 16).
Increasino NPTPND decreases the mass balance error, but also substantially increases
required CPU time for execution. The user can examine reported mass balance errors
on the output. There will often be a trade-off between NPTPND and CELD!S in
determining the accuracy, stability and time requirements of the solution, depending on
whether or not CELDIS is the limiting stability criterion. The authors recommend
specifying NP-IPND as 4 or 5 for initial model calibration, then increasing NPTPND to 9
or 16 for linal runs when maximum accuracy is desired. Higher values of NPTPND may a
not however be practicai In Monte Carlo mode, due tLO length of execution time required.

NCODES: Number of node identification codes (maximum 10). These codes will
be u•ed to specify characteristics of identified nodes in a later data set.

NPNTMV: Particle movement interval (IMOV) for printing chemical data (in Monte
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Carlo mode enter 0 to suppress printing after the first Monte Carlo run; 99 to print at the
end of each run). D

NPNTVL: Option for printing computed velocities (0: do not print, 1: print for first
"time step, 2: print for all time steps).

NPNTD: Option for printing computed dispersion coefficients (0, 1 or 2 - same as
for NPNTVL).

NPDELC: Should changes in concentration be printed (1:yes, 0:no).
NPNCHV: Option to write velociWy data on unit 7 (0, 1 or 2).
NREACT: Should Retardation and Radioactive Decay be included?

CARD 2a. CONTROL CARD la (optional). This card allows the specification of a
subgrid so that solute transport may be specified on a smaller grid than calculation of
flow.

MX: X coordinate, within the primary grid, of the UPPER-LEFT node of the
transport subgrid.

MY: Y coordinate, within the primary grid, of the UPPER-LEFT node of the
transport subgrid.

* •
MMX: X coordinate of LOWER-RIGHT node of transport subgrid.
MMY: Y coordinate of LOWER-RIGHT node of transport subgrid.

CARD 3. CONTROL CARD I1.

PINT: Pumping period, in years. If more than one pumping period is specified data
will be later requested for the subsequent periods.

TOL: Convergence criteria for the ADI iterative solution procedure (usually within
0.01).

POROS: Effective porosity of the medium, assumed constant throughout the
aquifer.

BETA: Characteristic length (longitudinal dispersivity) in feet.
S: Storage coefficient (set 0 for steady flow problems).
TIMX: Timr increment multiplier for transient flow problems. Ignored if S=0.
TINIT: Size of the initial time in seconds. This is required only for transient flow

problems, and is ignored if S=0.

XDEL: Width of finite-difference cell in x-direction, in feet.
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YDEL: Width of finite-difference cell in y-direction, in feet.
DLTRAT: Ratio of transverse to longitudinal dispersivity,

CELDIS: Maximum cell distance per particle move (between 0 and 1). Increasing
CELDIS generally decreases CPU requirements. Effects on mass balance will be
prcblem-dependent, but will not affect the solution in problems for which CELDIS is not
the limiting stability criterion. Further, if CELDIS is reduced to too small a level oscillations
may be found in the initial time period of the solution, particularly if the initial distance
that a particle can move is less than the spacing between particles (determined by
NPTPND), The authors recommend setting CELDIS to 0.75 or 1.0 for initial calibration,
then changing CELDIS to 0,50 for final runs.

ANFCTR: Anisotropy factor, ratio of Tyy to Txx,

CARD 3a. CONTROL CARD Ila (optional). Required only when decay or
adsorption are included,

DK: distribution coefficient of the solute.
RHOB: bulk density of the solid,
THALF: half-life of the solute (in seconds).

DATA SET 1. OBSERVATION POINTS. This data set specifies the location of
observation wells at which detailed output will be provided. In Monte Carlo applications *
these will be the points at which cumulative concentration fre.uencies are calculated, For
each observation point the user must enter:

IXOBS: grid index in x of the observation point.
IYOBS: grid index in y of the observation pcint.

DATA SET 2. WELLS. Specifies pumping and injection wells. For each well, the
user must enter:

IX: grid index in x of the well.
IY: grid index in y of the well.
REC: pumping (>0) or injection (<0) rate of the well, in ft'/sec. a
CNRECH: solute concentration of injected water. Required only for injection wells.
DATA SET 3. TRANSMISSIVITY (deterministic mode only).
DATA SET 4. AQUIFER THICKNESS.
DATA SET 5. RECHARGE/DISCHARGE.
DATA SET 6. NODE IDENTIFICATION MATRIX.
DATA SET 8. INITIAL HEADS.
DATA SET 9. INITIAL CONCENTRATION (deterministic mode only),

For each of these data sets the user will first be queried for the following:

INPUT: The parameter is (0: constant, 1: varies in space).
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FCTR: Constant value (or multiplication factor) for the parameter. If INPUT='i the X)
user will then be queried for values throughout the grid. Note that the preprocessor
allows block assignment of values to areas on the grid. This procedure is described in
the on-screen Help available from the preprocessor. 4

DATA SET 7. INSTRUCTION FOR NODE ID'S. The NODE ID's identify special
input for the appropriately coded nodes. For each of the codes the user is queried for
the following:

ICODE: code number for this node ID. Code 2 cannot be used here, as this is
reserved for generated releases in Monte Carlo applications.

FCTR1: leakance at the coded node.
FCTR2: concentration at the coded nodQ.
FCTR3: recharge at the coded node.
OVERRD: Set OVERRD=0 to preserve values of RECH specified in Data Set 5.
DATA SET 10. ADDITIONAL PUMPING PERIODS. If more than one pumping

period is specified, the following data must be entered for each additional pumping
period. (See above, Card 2, for more detailed discussion of these variables). a

ICHK: Should data be revised for this period(l:yes, 0:no),
NTIM: Maximum number of time steps in the pumping period (limit 100).
NPNT: Number of time steps between printouts.
NITP: Number of iteration parameters (usually between 4 & 7).
ITMAX: Number of iterations in ADIP (usually between 100 and 200). 0 *
NREC: Number of pumping or injection wells to be specified.
NPNTMV: Particle movement interval (IMOV) for printing chemical data (enter 0

for printing at the end of the simulation).
NPNTVL: Option for printing computed velocities(0: do not print, 1: print for first

time step, 2: print for all time steps).
NPNTD: Option for printing computed dispersion coefficients (0, 1 or 2 - same as

above).
NPDELC: Should changes in concentration be printed? (1:yes, 0:no).
NPNCHV: Option to write velocity data on unit 7(0,1 or 2).
PINT: Length of pumping period in years. W
TIMX: Time increment multiplier for transient flow problems.
TINIT: Size of initial time in seconds for transient flow problems.

17. REMEDIATiON OPTIMIZATION

a

The program OPT iM provides an optimization design for a pump-and-treat
remediation scheme, including the optimal well locations, pumping rates, and cost
analysis. First of all, the main program extracts aquifer flow and contaminant
characteristics from files created by running MOC. The user is asked to enter the
minimum acceptable contaminant concentration in order that a contaminant plume may a
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be defined. In addition, the user enters the location of an observation well and a time K

frame for the remediation effort. Due to the limitations of DOS, the full remediation
optimization (with excellent graphics windows) ,has been developed for the UNIX version.

4r

The observation wesl .,'/be a domestic well or other point of contaminant leve!
concern. Tha user may choose to IocAce the pumping well(s) manually or ,autcmatically.
The user may choose any number of different reinediation schemes to be considered 0
and, if the manual location option is chosen, the number of wells in each schorne. If the
user chooses to have the wells automatically located, a choice is made between an areal
or a hydraulic barrier remediation approach. Following the location of the wells, the
pumping rates are assigned, either manually or automatically, to each well. The cost of
each remediation scheme is caiculated. Finally, `or each remediation scheme, the
location of the wells, pumping rates, radii of influence, and cost are printed.

This program gives the following information concerning remediation strategy:

(1) Well locations

There are two options: areal remediation scheme and hydraulic barrier rem ediation
scheme. If the areal remediation scheme is chosen, the X coordinates of the wells are
assigned by the following equation:

X(j) ýMnX ( 2-1) (12)in 02/ (2 1 1.

where X represents the x coordinate of well j, i is the number of wells in the remediation
scheme, MinX is the minimum x coordinate of the contaminant plume, and DimX is the
maximum dimension of the plume in the x direction. The above equation locates the
wells equidistant over the length of the plume in the x direction. The Y coordinates of the
wells aie assigned by finding the dimension of the plume in the y direction at X(j). The
well is then located in the center of the y plume dimension at the x coordinate of the well.

If the hydraulic barrier remediation scheme is chosen, the wells are located in a
line such that they create a hydraulic wall toward which the contaminants flow. The wells
extend perpendicular to the primary direction of flow between the contaminant plume
minimum and maximum points in the direction parallel to flow. The equations for
locating wells given flow in the +x direction are as follows:

X (j) = MaxX - OimYY (13)
2i.

D
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Dim) M Dir.M/n (2°/ - 1) (14)2i

where MaxX is the maximum x coordinate of the contaminant plume and DimY is the
maximum dimension uf the plume in the y direction,

(2) Pumping rates

Pumping rates are chosen manually by the user or calculated automatically by
the program for each well based on a radius of influence. l-or automatic calculation of
pumping rates, the desired radius of influence was assumed to be one-half of the
distance to the closest well. The MOC model makes the following assumption based on
storage coefficient, S, whether an aquifer is confined or unconfined:

if S < 0.005 then assume 3 b /0 t = 0 => confined aquifer

if S > =0.005 then assume c3 b / 0 t = 3 h / 0 t = > unconfined aquifer

The equilibrium pumping rate equation for a confined aquifer (DeMarsily, 1986) is also
used:

Q-2rrT (H-h)(15)
in (R /r)

where T is the transmissivity, H is the hydraulic head prior to pumping, h is the hydraulic
head in the vicinity of the well borehole, R is the radius of influence of the well, and r is
the radius of the borehole. The equilibrium equation for an unconfined aquifer is
calculated as:

Q = rr K (H 2 - h 2 ) (26)

In (R/r)

where K is the hydraulic conductivity (T = K b). Sixty-seven percent drawdown is the a
maximum economical well operation since approximately 90 percent of a well's yield is

," achieved at sixty-seven percent drawdown (Driscoll, 1986). However, the drawdown may
vary with the radius of influence. An approximate way of calculating pumping rates
without knowing the drawdown and influence radius is through the desired darcy velocity
along the boundary of influence radius:
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Q= 2rT Rb v (17) "
S

Pumping rates and radii of influence are calculated based on a drawdown of fifty percent.

(3) Cost analysis
0

The cost of drilling is estimated to be $20 per vertical linear foot (Waier, 1992).
The cost of pumps is related to the horsepower of the pump. For each well, the
horsepower of the pump is calculated based on the total dynamic head, pump efficiency,
and the pumping rate (Driscoll, 1986). The total dynamic head is assumed as the depth
from the surface to the center of the saturated thickness of the aquifer. The pump
efficiency is assumed to be 65 percent.

Since the program is based on Thiem (equilibrium) equation, it can not be applied
except within reasonable distances of a well: steady radial flow to a well is only achieved
near the well where the hydraulic conductivities are homogeneous. Therefore, it is less
accurate when applied to a case where a large amount of contaminant exists and a very
high pump rate is needed. The user should consider this program as a tool for
visualizing the possible remediation schemes rather than obtaining some precise features
of the pump-and-treat system.
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17.16th value of x 1219,5 1219,5 meters=4000 feet

1 B.17th value of x 1372.0 1372.0 meters=4500 feet

19.18th value of x 1524,4 1524.4 meters=5000 feet

Data 2:

1. Number of time 1 Sources released from 1940
points 6

2. 1st value of time at 51. The elapsed time is 51 years.
which concentration is The time at which concentration is evaluated is
required 1991.

Data 3:

1. Longitudinal 5.09 (1) Dispersion coefficient=velocity x dispersivity
dispersion coefficient (2) Dispersivity=200 feet(for alluvial sediments)

(3) Dispersion coefficient=
20000 ft**2/yr= 5.09
m_*_*_2/day

2. Pore watei velocity 0.0835 (1) Groundwater velocity= 100 ftJyr= 0.0835
m/day
(2) From slug test results, most of the velocities
were less than 100 ft/yr.

3. Retardation factor 4.5 The minimum retardation factor for TCE is 4,5
(estimated from the percent of organic carbon P
in the soil)

4. Total period of waste 36. A source released contaminants to the ground-
recharge water for 36 years (1940 to 1976)

5, Radioactive decay 0.
factor

6. Decay factor of the 0.
source

The input file for ODAST: MODELDAT is

18 1
30.5 61.0 91.4 121.9 152.4 182.9
213.4 243.5 274.3 304.8 457.2 609.6
762.2 914.6 1 ut7 i t219.5 1372.0 1 5.2 A.4

.91.

5.09 0.0835 4.5 36. 0. 0.
0
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The output file for ODAST: MODEL.OUT is

SOURCE CONCENTRATION CO 1 0) 0

CONCENTRATION (C) FOR

V= 90 O= 509 R=45 LAMBDA= 000 ALPHA= 000 TOý 380

rYEARS) X= 31 X - 61 X-- 91 X- 122. X- 152 X- 183.

51 0 23f30+00 32860+00 41910+00 5002D+00 56370+00 6044D+00

CONCENTRATION (C) For

V= 08 D0 509 R-45 LAMBD, 0 ALPHA= 000 TO= 380

T(YEARS) X= 213 X= 244. X= 274. X= 305. X= 457 X- 610

51 0 62050+00 61350+00 58700+00 54590+00 2738D+00 87330-01

CONCENTRATION C) FOR
V' 08 D= 509 R=45 LAMBDA= 000 ALPHA= 000 T0= 36.0

T(YEAFS) X-• '62 X-- 915 Xý 1067 X-1220. X :1372 X=1524

51 0 1745D-01 2140D-02 15780-03 6944D-05 1803D08 27610-08

Elapsed lime 6000E-01 seconds *

The concentration profile (breakthrough curve) is presented in Figure 45.

Concentration Profile . ODAST model
,U3. Hill AFB. Utah

7.1R 9 ri 83d I r. i y,~ 0, mp-erv,Ytvy ý -:10

Velucty 100 ft,1yr. Relvrdolni. -4 45O0111/ " .'iOu~rCt dluraflon • 1•yrsj

- -\\

IIID

30 a 5 '0 1 5L10 150 C 250100 25 M) 31J 4(0100 45110 O 10

I)i-tance From I[SE 9. ft j

Figure 45. Application of ODAST to OU3 Hili AFB
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2. Example Two: RESSO

RESSQ was used to simulate two-dimensional advective transport under
the injection, extraction, and natural-gradient condition of the tracer experiments. The
field site is in the Moffett Naval Air Station, Mountain View, California (Roberts, et al.,
1990) The RESSQ model was used to estimate (1) the areal extent of the injection fluid
front that develops around the injection well and observation wells, (2) the fluid residence
times from the injection well to the observation wells, and (3) the degree of recovery of
the injected fluid at the extraction well. A sketch of the well fields is presented in Figure
46, for fluid injection at a rate of 0.5 liter/min at three wells, extraction rate of 8 liters/min,
regional groundwater flow of 300 m/yr, a porosity of 0.35, and an aqui1er thickness of 1.2
meters. Table 4 summarizes the input data requirements.

I NI: injection well

6 0t-

6 meters

. 6 meters

P:• extraction wel', El •injection well

SI I I 6meters j j
Groundwater flow

SI: iniection well 5

Figure 46. Map of the well fields installed at the tield site.
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Table 4. Input Data For RESSQ Example

Data 1: Input Explanation

1. Title moffett Field site at Moffett Naval Air Station

2. Numoer of injection 3 To illustrate the original design of the well field

wells ( > 0)

3. Numbner of production 1 One extraction well with higher flow rate to

wells create an approximation of radial flow

4. Ambient concentration in 0. Assume no background concentration

aquifer

5. Default injection 100.

concentration •

6. Units of concentration (blank) Blank (default) for using concentration in
p e rc e n ta g e ....

7, System of units 2 For practical units

"8. Thickness of aquifer 1.2 Average aquifer thickness •

Data 2:

9. Porosity (percent) 35. A porosity of 0.35

10. Pore water velocity 300. A regional flow of 300 rn/yr

11. Direction of regional 90. Ground water flows toward the north

flow

12. Adsorption capacity 0. Assume no adsorption ( retardation factor R

of rock matrix =1 ).
Adsorption capacity =1-1/R 1i

13 Period ot study I. Maximum amount of time for calculating the
trace of a streamline (years)

14. Step length 1. Spatial increment used to trace out
streamlines (m)

15. Flag;plot of -1 -1 suppresses plot of streamlines

streamlines

16. Flag:plot of fronts (blank) -1 suppresses plot of fronts

Data 3:

17 Number of fronts to 7 (Maximum 7)

be calculated around
each injection well

18. Time at which the 1st 0.004 0.004 year- 1.46 day

front is caiculated . . . . . .
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19. Time at which the 2nd 0.005 D
front is calculated

20. rime at which the 3rd 0.006
froqt is calculated

21. Time at which the 4th 0.007
front is calculated S

22. Time at which the 5th 0.008
front is calculated

23. Time at which the 6th 0.009
front is calculated •

24, Time at which the 7th 0.01
front is calculated

Data 4:

25. Minimum x for plot -8. Limit U1 ihe area studied (m) D

26. Maximum x for plot 8.

27. Minimum y for plot -8.

25. Maximum y for plot 8.

Injection well 1: D "

1. Name of the well Iniwell-1 Injection well SI

2. x coordinate of the well 0.

3. y coordinate of the well -6.
S

4. Flow rate into the well 0.03 Fluid injection at a rate of 0.5 I/min (0,03 D

m**3Ihr)

5. Radius of the well 0.025 25 mm=0.025 mi

6. Injection concentration 100.

7. Angle at which the first 0. 0. indicates positive x axis D

streamiine calculated
leaves the well

B. Number of streamlines 30
calculated for the well

9. Ratio of number of 3
streamlines to the
number of streamlUiies
ploiled

njection well 2: D

1 Name of the well inject-2 Injection well El

9'7
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2. x coordinate of the well 6.
p

3. y coordinate of the well 0.

4. Flow fate into the well 0.03

5. Radius of the well 0.025

6. Injection concentration 100.

7. Angle at which the first 0.
streamline calculated
leaves the well

8. Number of streamlines 30
calculated for the well

9, Ratio of number of 3
streamlines to the
number of streamlines plotted

Injection well 3:

1. Name of the well inject-3 Injection well NI

2. x coordinate of the well 0.

3. y coordinate of the well 6.

4. Flow fate into the well 0.03 I S

5. Radius of the well 0.025

6. Injection concentration 100.

7 Angle at which the first 0.
streamline calculated
leaves the well

8. Number of streamlines 30
calculated for the well

9. Ratio of number of 3
streamlines to the
number of streamlines
plotted

Produ.,jon well 1:

1. Name of the well Prodwell-1 Extraction well P

2. x coordinate of the well 0.

3 y coordinate of the well 0.

4, Flow rate from the well 0.48 Extraction rate of 8 Itmmn (=0.46 m**3/hr)

5. Radius of the well 0.025
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6.FlTag:to suppress study of (blank) Blank means production concentration is to be x
concentrationt

The results (see Figure 47) indicate that it is advantageous to use the southern leg

for the biorestoration experiments. The reasons are the following: (1) the injected fluid
supplying the nutrients becomes less dispersed, and hence a more dense microbial a

population can be stimulated; (2) by injection upgradient, the injected tracers and

chlorinated hydrocarbons can be most effectively recovered at the extraction well.

RESSQ Streamline Plot
J 8 .0 . .. . .. . . . . .

1 Injection
well V

ExtractionSWel 11 pý - • • a

U 0.

GWInjection|

Flow Wells

-2.0
-8.0 0. 8.0

Distance, meters

FiguIre 47. RESSQ Streamline Plot for Moffett Base
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3. Example Three: USGS MOC

The two-dimensional flow and mass transport numerical model, MOC, was

used to simulate groundwater transport within the OU 3, Hill AFB, Utah. This model has

been updated for simulating the transport of non-conservative contaminants. The area

of the regional model comprises all the potential sources in OU 3 and a substantial area

downgradient of OU 3. The model consisted of uniformly spaced cells at 250-foot

intervals with 38 columns and 39 rows. All recharges, discharge, and leakage was

determined for each cell based on flow conditions established by the regional

groundwater flow model MODFLOW. Values used for permeability and aquifer thickness

and other hydrologic properties were the same as the regional groundwater flow model.

The preprocessor program PREMOC can be used tc view the input file, •

HILL1O9.dat, which is quite lengthy and is provided with the software package. An

isoconcentration map of predictions is provided below (Figure 48): contour interval from

1 /pg/I to 21 pg/I, retardation factor R =1, concentration in pg/I.

1 3 6 7 9 11 13 1i 17 19 2`1 23 2 7 29 31 33 36 7
29 1 1 -T III IIII I I il1r1r 1 V T r-T- 39

/-Bldg 220
36 TCE CONTOURS -"6

33 OU3, HILL AFB Bldgs * *

31UTAH . 511, 514>, 31

26 -26

23 23 a

21 21

17 17

SFLOW Berman
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Figure 49 is a three-dimensional view of the simulated TCE concentration K)
contours. The authors have visited the site twice and obtained extensive data from Hill r
AFB Installation Restoration staff.

TCE CONTOURS Bldgs 511

HILL AFB and 514

0U3 aitU Site..ITP Sludge
Beds

Berman Pond

• ~Flow

Figure 49. TCE Concentration Surface, Hilt AFB OU3

4. Example Four: ODAST in Monte Carlo mode •

The one-dimensional analytical model ,ODASTMC , was developed to
aacount for uncertainty in the simulated concentration. This example also uses data from
OU 3 (Operable Unit 3, Hill Air Force Base, Utah). In Monte Carlo simulation, the input
parameters are assumed to be random variables. After repetitive executions of the
model, it will generate an output probability distribution associated with the contaminant
concentration at the point of interest. In this example, the point of interest is monitoring
well ESE-6 which is 2350 feet from the contaminant source (near monitoring well ESE-9).
The observed concentration at ESE-6 in 1991 was 4.9 pg/L. The simulated mean
concentration is 6.156 pg/L. Table 5 summarizes the input data.
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Table 5. Input Data for ODASTMC

Data 1. Input Explanation

1. Number of x pustions 6 Assume source of TCE located at monitoring 4
well ESE-9. The 6 x positions are southwest
from the source.

2. 1st value of distance (x) 304.8 304.8 meters=1000 feet

from the source

3, 2nd value of x 609.6 609.6 meters=2000 feet

4. 3rd value of x ,17.2 717.2 meters=2350 feet (location of monitoring
well ESE-6)

5. 4th value (f x 1219,2 1219.2 meters=4000 feet

6. 5th value of x 1524,0 1524.0 meters=5000 feet

Data 2:

1. Number of time points 5 Sources released from 1940

2. First value o! 10. Year 1950
time at which concentration
is evaluated

3. Second value of time at 20. Year 1960
which concentration is * *
evaluated

At Third value of time at 30, ear 1970
which cuncentration is
evaluated

5. 4th value of time at which 40, Year 1980
concentration is evaluated

2. 5th value of time at which 51, The olapsed time is 51 years.
concentration is required The time at which concentration is evaluated is

1991.

Data 3: MV MV-- mean value,

SD SD= standard deviation,
PDT PDT= parameter distribution type (1:uniform

distribution;2:normal distribution;3: Ing normal
___distribution)

1. Time of waste recharge 36. A source released contaminants to the ground
0. water for 36 years (1940 to 1976)
2

2. Pore water velocity 0.0835 (1) Groundwater velocity:= 100 ft/yr= 0.0535
0.00835 m/day
2 (2) From slug test results, most of the velocities

were less than 100 ft/yr.
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3. Longitudinal dispersivity 60.96 Dispersion coefficient =velocity x dispersivity
6.096S
2

4. Diffusion coefficient 0. molecular diffusion -

0.
2

5. Source concentration 150. PgIL3
15.
2

Data 4: MV MV= mean value,
sD SID= standard deviation,
PDT PDT= parameter distribution type (1:uniform

ý71 d istribution;:2;normal distributicn:3: log normal
- distribution)

1. Bulk mass density 1 .99 g~crn'
.IW 0.199

_ _ _ _ 2

2. Porosity 0.25
0.025
2

3. Distribution coefficient 0.44 R=(l +KIp) / d
0.044 R= retardation factor S
2 f-, bulk mass density

Kd=distribution coefficient
O=porosity

4. Radioactive decay factor 0.

5. Decay factor of the 0.
source 0.

2

Data 5

1. Targjet concentration to 5. Maximum allowable concentration (iuq/L)
evaluate

2. Number Gt Monita Carlo 1000
Runs

3. Observation point of X 3 X position where potential human exposure is
___________________ _____-evaluated (check Data 1.)

4 Obseirvation point of T Is Time point wvhere. potential human exposure is
evaluated (check Data 2.)

5. Name of ccair it iant C OE____ ______

10 3



L6. Name of site Hill W

The input file for: MODELDAT is

~6 5

304.8 6096 7172 9144 1219.2 1524.
10, 20. 30. 40. 51.

38. 0. 2
008&35 0.0O835 2

60.96 6.098 2
0. 0.2

1 0. 15. 2
1 99 0.1992
0.25 0.025 2 p
044 0.044 2

0. 0.2
0. 0.2
5 1000 3 5 TCE Hill

The output file for ODASTMC: MODEL.OUT is 10

TiME = 10:22:38.28
TIME - 10:22:49.87
Elapsed time: 115@E+02 seconds

The number of Monte Carlo run ! 1000
The mean values of paIIIntefrs:

SOUIRCE CONCEN1RATION CO ý 150.00 *
V= 08 D= 5 0 R. 4.50 LAMI3A= .000 ALPHA= .000 T0O 30.0 T(YEARS)

1he observalion point: Xý 717 200 T= 51 .000
The mean value of concentration . 8.156
The standard deviation of concantratlon : 5.785
he -nircenlrationr for ovaluation: 5000

The piubabilitn of failure : 454

The dIStance-timr matrix Is:
T X

1000000: 304.8000 1309 000W 717 2000 914.4000 1219.2000 1524.00O0
20 0000 304 8000 606.8000 /17.2000 914.4000 1219.2000 1524.0000
30.0000 3041000 609.6000 717.2000 614.4000 1219.2000 1'24.0000
400000 304 5000 606.6000 117.2000 61440001219.2000 1524.0000
51.0000 304.10 606.6000 7172000 614.4000 1219.2000 1524.000(3

The piuoability of failure maiftrix in
0020 0000 0000 00010 .0000 0000
8?80 0000 0000 0000 0000 0000

1 0000 0180 .0000 0000 .0000 0000
1 0000 3110 0530 0000 0000 0000

1 0000 8606 4540 016U 0000 .0000

The predicted cumulative distribution function is shown in Figure 50.
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CDF of conicentmdton at ESE-8

D.07 .S. ...

0

Coaceatiation (u&J1)
FSE-6 Is 2350 feet from ESE-9 (source) Elapsed time =~51 years (1991)
Observed concentration at ESE-6 (1991) was 4.9 uqgIL

Figure So. Predicted Cumulative Distribution Function for TCE
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SECTION IV

USERS GUIDE FOR THE UNIX VERSION

This section provides a detailed guide to the use of the Advisory System in the
UNIX environment. As with the DOS version of the Advisory System, the intended
audience is a user reasonably familiar with the general theory of contaminant transport
in porous media, and the UNIX operating system. However, the user may not have
experience with a particular transport model. This section contains a generic guide to
the Advisory system, generally applicable and independent of the specific contaminant
transport model. The generic guide to the Advisory System includes subsections A,B
and C. The subsequent sections present more detailed information on the specific
models in the UNIX version of the Advisory System that have some differences (even
though minor in some cases) from the DOS version.

For each model, notes are provided on the applicability of each model. the
inherent limitations of a particular modeling approach, data preparation and output.
Section Ill(G) presents four applications of specific models within the Advisory System,
which are identical to the UNIX version.

A. STARTING THE SYSTEM
. 0

This section assumes that the Advisory System has been properly installed on the
UNIX-based workstation according to the instructions provided in Section 11(B). To start
the Advisory System, switch to the sub-directoiy "gwadv" and execute the command
"gwadv". An introductory screen for the Advisory System, which identifies the version,
appears (see Figure 51).

B. FILE MANAGEMENT

The first task is to identify the site for study and establish the needed data files.
Another screen presents the user with a list of the LEVEL 0 options. Option 1 provides
a simple introduction to the system. Option 2 provides access to a previously analyzed
site. Choosing this option will locate and access all existing files dealing with the site.
Option 3 allows the user to analyze a new site. The Advisory System will automatically
check that files with the user-supplied names do not already exist. The user is prompted
with appropriate alternatives if the files already exist. Option 4 terminates the Advisory
System and Option 5 allows the user to proceed directly to LEVEL 1 of the system
(Figure 52).

For a previously analyzed site, the user is prompted for a 7-character file name
which includes the site name and model ID. The site name and model ID shcuid consist
of 5 letters and 2 numerical digits, respectively. Together, the site name and model
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"-f _...____o -_____/csh.. .. .

U.S. AIR FOQ(E Engineerinq and Services Laboratory
En,,ironis3 

DivisionAFESC!R V Tydl FFL32403 I'f.

................................ . I .
"A ý Come,,ter-Gased Air Force Installatlon I
'Restoration Wnrkitation fur CJntaminant I

* Modeling ard Derislon-Malkiny

;;NIX Veraai 1.0. Feb. 1994

"Developed by Dr. Miguel A. Medi na
Dr. Timothy L. Jacobs

DUKE UnWversi ty"Loepartment of CivI I a-d
Dooir ro nment a] Engrneerin.,I

Press 'return' to :ontinue:

Figure 51. Advisory System UNIX Introductory Screen

v Froidtarat- /hbIn/eS h.

I- frL I OPTIONS * '
IAoý','SURY SUPPORT I

(I) LeCrand M1ethod for Preliminary Analysis I
(2) ImPact Scenario Definition
(.) Alquorthm for Model qelection, CHOICE
(4) Direct 5eaection of Model
(5) Optimization nf Ilomeadiatr .. ,

(k) Start New Malysis: Goto Level a
(7) Abandon Analy0is: Cxit to UNDX s5yteH%

Please Press The number of Your Chui dord ErLter'-

-J

Figurn 52. Level 1 Options, UNIX Version

ID identify the files associated with the site, and thq specific model previous!i applied tc.1
the site analysis. For example, Figure 53 below illustrates the sicreen di:V<la, i ny ,
previously analyzed site.
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The r~ravl lyI analed sites ar'e:
PRICAW1.dat PRIOeCA.dat lir,903.dat 'ýýQ dat
PRIcOROZdat PIR1t.Q9dat Iinl,9014 dat 1 ,n291 2 dat
PRtceRn4.dat L'RfORMO.at linl9O5:dt n1'0US Odat

PRIOR05 dat _onc~dat linlMO.dat uW1,U 9 dat
PR T OROG dat ~ -tII J1.dat I imI9OA.dat 1 'ul 9, dat

PR R ".a li119 2 " Iir 0 .

Figure 52. Sr e en pirevi~sIyi- ,-e 3 fL-

To analyze a nt-,wj site. ihe usar se;iects apJn nd is tot a- n~c~~tA
site aod' a headear identifying the analyst, date an i lite oi if', rr o~ec't WhcrPlio
of this siep, ihe 'Vi'v'isory System proceeds tc- the Mt.E\Il, 'vrI h'15 Optio` Ca?, alno
i0r u,,-d oro-aiavz a previously anallyzed site.

Fror uso.rs n-ot eQmefiencecd with the Advisror Q!ttrnA(ic'in 5 allows tho uoer to
pro coell to thc-. LEVEL ! menu iusing thtý. defau~t ýite "P'RIOR, to 4-Tate ihe

eGSQ/input ;ýirid outpu~t fi~es.

P~t. etnqLptencesr ils h ytr poed othe L~EVE~L aii-
I\WNIJ52' L~owj ea~er, '.ev.. 1 ptins re iviedinto two, caleorips:

'Up- ad "iloUtlites. I-ie liitis ae slfexplanatcry, and k;l~u 1;16.lto c irt,~ preiino arv

In mianv cases, it may appear to the analyst tnat a site is so p,.orly siluatst. that
Iditailed rnodelinij cannot. be u.sed. In other' casezi, some sites may n-.,d pfelrn!n-iry
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ana!Ysis to evaluate the hydrogeology anld prov28ide a qU!dP to iurthar data rt:lieoticn. To
Formialize; this, subiecýtive pirocess, the Advisory System providoc ia prol1irniisiry analysis
usinu ýhe LeGrar-ýnd mthod. !n most cases, the LeGrind me'.hod sholudd be the'l~rst step
in. the analysis prQocess 1Oplon 1ý of the, Level 1 Menu);.

In the early 3tage of a site i.nvestigation, project managers usually lack the.
rescutce& to condvu,-t a d!ý,ailed modei;ng analyses of ail sites potoniiaily effeci'nc zthe
groundwater, Due to poor tnydrogeological conditions, rt is often necessary to ncrforM
a Preliminary investigz~tioo to guide further site investigation. Convairsely, some cases
w~ll have such a low dogree of 7,ontamiriant se(,verity and potent'!al ilsk of contarnination
Lhat a sits could be assessed without detailed modeling. Often, tihe decisions cconcerni ni,
the site modeling are subjective irn nature. However, it is safer and beneficial to establisi'i

a.forma mehanisrrifor deciding on how alme spe:cific site should be modeled,

The criteria, and methodclokoy used to perform tha pirelirniinry analysis in the UNIX
versi~un of *the Advisory System: is idecntical to that used by thle rF.XJS version of the
systemn. For a cletailod discussicin of the LeGrand method, please refer to Section 11l1j))

E. ACCESS TO MOIDELS

4. ~The Advisory System prcvidet; the- User with two methodis for accessing thle
mnodels wvithir; the systLem. The first method involves ti-- CHOICE. algorithm which1 0
Provides a formal mnechankjsm for selecting the 5sjj-oF'O'iate gT0oundv.rate~r model with
respect to the available -zite dlata. The se-cond i-iot iolo ;,involves the direct selection of a

A ~sperific glroundwater mnodel. This aioproach nolkwq users with extensive experience in
roidwatei and contaminant transpoit modeling to typass the model selecti;on routine,

I he foliowvirg sections provide detailed dlescriptions of selacted models only as n ted
above. fhe CHOICE algorithm in the UNIX version is identical to that of the DOS version:
for sperý;ifW: mitlsrgarding its operation anid use. pleuse refer to Section I11(E). The
direct solfectk;!c ci models within the systemn is seli-axplanatorý and mrenu-driven for u-ser
cop-enier'ce.

~. ;~p~io~f~J Da -PFRIMATS FO SPECIFIC MODELS

r~UNIX version of the Adlvi:ýnry System- uses Oroen Windlows version 2.1.1 to
accuss, edit and psroceýss thie input arid output data for all the mode -ithe systemi In
adclition, the. windowin-.o softviare Allows the user to view both input and output
ir'or-ma-orn simiultaneouSly. T'he w indow dfivers are all automiatic and provide the user
w ii easy access to any files within the system. Figures 54 an d 55 illust~ate the

acc~~hilfyof b-oth input and -output files used by the system. Trhe actual use of these
wviniows is,- very -simple -a id selfexplarnatory. If yOu] :--re not familiar with the utse of the

OpnWncv;sisterc, i-3niaie yousel by-xd~ning with the rreai'on, editing

rn;!'arize ~ ~ yo rsl by-, c
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-' ,and saving of temporary files before you start running the Advisory Syste, . If you have
any questions concerning the Open Wfindows system, pleawe consult ýhe users manual
included with the workstation.

Graphics outpuft for the system is similar to that of the standard input and ouiput
ls.Whenever the user se~ect!ý a graphical mode fur the presentation of modeling

,Psults, 'he Advisory System aulomatically foems a new window using the Oper,, Plindows
software a2nd displays the desi~red output. These wyindows can be deleted or saved using

;,j ~ the standard windowing options available in Open Pllindows. A word of caution. you
should neve- try to display an executable file while running the AdIvisory System. Doing
so may cause the window to "freeze", resulting in a great deal of aggravation. In
addition, yo:a might accidentally corrupt the fieM ihw~oeeti f r. woking

'a whic wE' prvn tre ok

Trarsveris dispersion coeffi1uqnt.*4e/d 0.1000 0. 01cc 2
Pore, water Yelocity, @id 0.1000 0. LA OP I
Half iogrth of source, a 50.0000O 5,0000 3
Radi oactive decay factor, i/d 0.00001 0.00,10 a

cearation factor 1.a00o0 00100 2
Pcyfac tor of t he suc~f .00 000

P_..

In he ollwin su-sctins uggstins reprovided on the use of comp' onent
modls n te Fste, 1ollwig te smefrma asin heDOS section. In each case,

0 of the model'stm 1.1rach an )dtiso aaiptadotu o pcfcmIe
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trarisporl solution con~sidering convection, dispenmor, decay and -adsorption 'in porous
media (Javandel et Wl., 10)84). The program has been modified to facilitate Monte- Carlo
analysis. The solution -memrod handl~es many types of transport conditions, andl is also
numerically stable a,'d computationaily efficient. The idealize9d situa3tion firom which the
solution arises is as follows: the model considers an infinitely long column of a
homogeneous isotioo ic por-ous mediumn with a steady state unitorm flow of constant
seepage ve!ocit-y. A particul-ir solute is injected from on-e end of the system for a period 9
of time such that the input concentzration may wi.ry as an exponential function of time.
The value o; concentration may ten, be calculatal at any tLimre t and distance x from the
injection boundary. In the field, such an idecalized situation could be represented by an
infinitely lcing ditch of contam-inatsd waste water fully penetrating Rn infinitely long

Lconfined aquifer, 4:th the ditch rutting the aquifer perpendicular to the direction of flow, a

The idealized situation des;cribed obviously does not exist in the rea! world, However,
the solution provides a valid approximation in many cases. A~ with most analytical
solutions the assumption is made of isotropic, uniformy, steady state regional tlow. TFhi!:
will often be a reasonable approximation of actual flow conditioris. Likewise, the
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assumption of a confined aquifer may provid( i icaool pr>mtoifraayi
of pheaic aquifers if tha flow raqimeit itsrnl lee ytert ffudiptfo
the source, and the Saturated thickness reroakirs, approxinnately constant. Even where the
saturated thickness is to somne extent variab~a over tine, use of tMe average saturated 4
thickness will enable analysis of everage conuAmination nsk. This approximation will be
p aticularly valid for analysis Wn theifMonte Cariomnod,-,. In the Munte C'arlo miode -the input
concentintion and cegionai flow vekocit'J both Ibecome random variables, arid It-.e
cumulative frEK4ue(ncy estim.-ated over thos3e and othcer randomn parameters should provide
a reasonpable estirnate of the average risx. it however the~ scurce itself contributes fluid
tnat becomes an imip"rtant factor of thO flOW rE~i~Ml-, s0 thar rad~l flow from the Source
is ustablished, 'Che confined aquifeor assumnption bixcornvt, incappropriace, and the phreatic
surface will move ir, response to the source input. This condlion is tested for, in the
CHOICE algorithm. Another mnodol. DUPVG, may De appropriate uonder these ,2onditions.

Obviously, real SouCeLMS w~li not. ba of infinite Iongth. However, the one dimensional
solution provides a ieasonable approxim~ation for finite sourcei-s if the observation [ucint

is uffcietlynea th fiitewidh surce so ti az the effect of the source edges will be
mninim~al. For instance, if a source has a lateral e,-tonc of 200 feet and the perimeter ot
compnliance is 50 feetk fromn the source, the one dimensional solution is likely -to provide
a reasconablo (and conservative*) approxim~ation of contamination risk along the axis

extedingfro til ceter f te source (but not near the source edges). The exact
distance to whvrh the one dimen:lýonal solutiun can be carried downstream from a finite
source without introduction of unacceptable error will depend on the interaction of all the 3

ýTi forces controlling the flow regime.

The miethod can also be extr~nded to cover input configurations other than tMe ideal
ditch perpendicular to flow. Many situations of intereast will involve large areal surface
applications of wastes. Modeling the actual dlistrilbutio~n oi co~anfairation in such cases
is a complex process. However', solutions such a5 ODAST may be appropriate given
certain assumptions. The first step is to calculate the rate of mrnss loading at the water
tabie surface, after any vadlose zone attenuation. We rnu!-t then make the assumption
that the substance is miore or less i stz~ntly vertically mnixe:d in trie aquifer. Such an
approximation is of course more valid for relatively thin surficial aquifers. (Generally,
when the degree of vertical penetration is a significant tactor in determining plulme
development, a three-dimensional solution, such ýas EPAGW, must be employed.) 'I his
constant areal inpux must then be represented as a line source at the downflow edge of
the area. To do this one can make the simplitying assumption that the whole aquifer
volume beneath the landfill is thoroughly mixed by the time flow reaches the dlownstrenm

9 edge of the source, and calculate an edge concentrati''n based on the loading diluted
by the reqional flow. (The concentration at the edgc ol the aquifer will thus have U
maximum possible value equal to the leaching concentiatiun.) Such an approach is most
applicable where the loading is approximaLely cotistant over the whole area. (An
alternative is to model the areal source as a Gaussian source, maximum at' the canter
arid declining towards the edges. This option is provided by EPAGW.) Model inputa

00 M ..........
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provides options for calculating concentration in this manner, or for direct input of the
concentratior at the source ed9ge.

Th, nature of the so'uton, adri the additional assumptions that may be needed -
to emplov ;t, es nd!cated abve. introduce a number of limitations in the applicability
of the rodel First. ODAST 's clearlv inapplicable when the source cannot be modeled
as laterally approximta,,y infinite in terms of the point of interest. As with all analytical
soluJiorsi, the model wil not be3 appropriate where there is a significant deviation from
the conditions of uniform, steady-state regional flow. However, minor violations of those
conditions will nct have important effects on the general analysis of contamination risk,
and the model wiil also 'e valuabia for initial analysis when non-uniform flow is
suspected, but not fuiiy documernted. The solution also assumes a serni-infinito flow
regime, and thus cannot take into account aquifer interactions with constant head
boundaries, such as rivers. The CHOICE algorithm suggests avoiding use of this type of

W analytical solution when the p6., imeter of compliance or other point to be modeled is
within 250 feet of a fixed head boundary. Limitations that are more difficult to assess
involve the as assumptions that vertical concentration gradients can bo ignored (full
mixing), and that the source can be modeled as a uniform strength line. Clearly, the
solution cannot be used for liquid contaminants that are not ful!v miscible and tend to
float or sink within an aquifer. Further, ODAST may result in underestimation of
contaminant risk at the aquifer surface if full mixing does not occur.

The preprocessor developed for ODAST follows a standard format that is used for
most of the models in the system. This consists of presentation of a number of screens,
with input slots to be tilled. The user has to key in the required input data with the same
format shown on [he screen. An error-detection design in the preprocessor provides the
user a opportunity to go back to the same screen if he/shu has made any mistake. Input
data for ODAST includes the followings:

NUMX: Number of points modeled in the X direction. which establishes the
1-dimensional grid. From 1 to 25 points ma's' be used, Grid size does not affeci solution,
and for Monte Carlo simulation you will normally wish to examine only one or two points
at the perimeter of compliance in order to speed execution. The X direction is coincident
with the regional flow vector.

NUMT: Number of time steps for calculation. In Monte Carlo applications only the
last time step will be tabUlated for cumulative frequoncies. However, the output file will
contain sample data from each time step. In deterministic mode full d•'-a will be provided
for each time step.

MONTE CARLO MODE: In Monte Carlo applications, the user needs to input the
probabilistics of the random parameters, including their mean, variance and type of
probability distribution, Three options are available in the Advisory System. Type:=(l)
generates values of parameters as an uniform distributions by use of Bcx-Muller method.

L1,
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With option Type=(2), normal process is used. With Type=(3), log-normal distribution
is adopted. '/

oDL: Longitudinal dispersion coefficient. In deterministic mode, or in Monte Carlo

mode For MC the mean and standard deviation of dispersion coefficient are required

VO: Mean pore water velocity of the regional flow, required input for either
deterministic mode or Monte Carlo mode. This can be estimated from the average
observed flow velocity, v, as VO=v/P, where P is the porosity of the medium,

ALAM: The "radioactive" decay factor of the contaminant in the saturated medium.

ALM= In 2 (
L HL

where HL is the half-life (days). Note that ALAM can be used to represent chemical
hydrolysis by entering the generalized hydrolysis rate as ALAM. Specify ALAM=0. for no
decay or hydrolysis. Hydrolysis rates typ~cally vary with pH and can be estimated from
acid, base Lnd neutral rate constants (Kh , Kh• and Kirj. The generalized hydrolysis1l ratty constant, K, can then be approximated by the relationship (Mulkey and Brown,
1985):

K hl[oI-OH j (10 Kh~o[H] J Kh..) P (.9)

for rates expressod in clays', in which [H'] is the hydrogen ion concontration, M,
equivalent to exp(-pH); [OH] is the hydroxyl ion concentration, where) at Nquilihrium in
water [OH-J[H'] 7,- 1.0 x 10i 1; P3 is the soil-water distribution coefficient (see next
section); 0 is the volumetric water content of the soil (total porosity for saturated media),
and p b is the soil bulk density as q/cm". In equatinn (i9), the term K, 'OH represents
the first-order hydrolysis rate 1'or 1he dissolved constituent, Where K is not known this
term may be replaced by Khb [OH] = (K,,, [Hf] + Khf,,). The rates can be altered to 0
additiona!ly reflect biodegradatior and volatilization where information is available. Total
rates may also be directly estiro.ted from an observed half life (HL) as ALAM =- In 2 / HL.
Rates are 1/days.

R: retardation coefficient, - V/vc, where v is the velocity of the regional flow and
vc the apparent velocity of tha contaminant. if we assume reversible linear adsorption,
"P can be estimated as:

o~h"a0 1 (20)

114
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For this model, soil bulk densities are not axplicitly considered, and the User must input
a computed value iar R. However, for the typically t-encountered ranges of porosities and A

soil bulk densities R, ran be approximrated as falling withirt a !lrnited range (Freeze and
Cherry, 1979):

The value of)3 will also vary with the type of the medium, particularly tho orgapnic carboin
frcinof the soil. Values of P are typically reported as K,,,, where K,, is the distribution

coefficient normalized to organic carbon. In the case inhere hydrophobic t)iOding

dominates the sorption process, the actual dlistributionl coefficient can then be estlmnaedj ~byS

P ~orK,,~,(22)

where f., is the fraction of organic carbon in the soil, Values of f,,,, are rot widely
available, but are generally thought to lie in the r,,nrge oy 0,001 to 0.01 ftrms ol
(Mulkey and Brown, 1985). Far other binding mnechanisrns this relationmhip cannot be
used (see Karickhoff, 1985).

ALFA: Similar to ALAM, but represents the rate of decay cf the source strength.
Spcfy ALFAý 0, for constant source strergth. *

%Total time period af waste recharge in ye-,ars.

The output of ODAST has two formats:

(1) Text format - the UNIX version of Adviscsy System providas a text editor
window which allows the user to viow, edit arid store the OL~tpUt data for later use.

(2) Giraph-ic~s format - there are eight options for the usai, to see 'he contamninant
concentration on the tirne-distanco domnain;

a.. tirne-di~,--ance anrds plot,
h, monochrome contuur,
c. mnonorfhromne contour with grids,
d., colors Col itour,
(,. grey-tooe .ontour,
f, full color contour,
g. vector plots,
h. per-spective plot.
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2. TOAST

The model TDAST evaluates the two-dimensi.rina solute transport case with
an analytical solution, considering convection, dispersion, decay and adsorption in
porous msdi-. (Javandel et al., 1985). The ,ideahlied conception of the model i& related
to that of ODAST, but covers another important class ot cases. As with ODAST we
assume conditions of steady-s;tate, uniform flow in a confined aquifer. The source is
again assumed to be fully penetrating, but in this case is of finite lateral extent (normal
to flow), as in the, case of a fully-penetratingr ditch of finite length. Thus, TDAST is
applicable in conditions similar to those applicable for ODAST, except that here the
observati,_^r point is far enough from the source boundary so that the effects of the
source edge And transverse dispersion must be taken into account in the approximation.
By using ihe same techniques as described above for CDAST, TDAST may be applied
to constant areal waste sources. In such a case, ODAST would be accurate for analysis
near to the center of the source edge, while TDAST could be used for such a location
and also locations nearer to the source edge, and lcations further away from tho source
boundary. In general, the numerical stability and speed of ODAST make that solution
preferable where applicT.Able. MAST is also useful for analysis of contamination resulting
from smaller sources.

Tho same general limitations apply to TMAST as apply to ODAST, except that the , 1
effects of lateral source geometry and transverse diffusion are explicitly considered. That
is. the approximations of full penetration (vertical ,nixing) and uniform, steady state flow
must also be met here. TDAST also assumes that the source is aligned normal to the
regional flow, although the solution could readily be altered to take into account other
geometries. An important practical limitation of the present version of TDAST arises
trom its use of a numerical technique to evaluate an integral. Presently TDAST uses a
G3auss-Legendre polynomial method for ihis evaluation, making use of the same
suhroutii;e ermiployed in the models EPASF and EPAGW. The number of terms in the
polynomial evaluation may be set by the user, up to a certain limit. The solution routine
4begins with a lower number of terms and increments the number until the solutions
cm-qverge (wiihin 1%), or the limit is re!ached. Urnoo certain conditions adequate
convergen:e cannot be achieved within the limits available in the numerical integration
scheme, which will result in the display of a w-irning message. In goneral, lack of
convergence will be encountered when the ratio of Vt/X becomes much greater than 1
(where V is velocity, t is time and X is distance). This means that TDAST provides
accurate calculation ef the time period during which concentration increases at a given
point, as the plume b:eakthrough occurs, but loses accuracy at a given point as time
increases past breakthrough, resulting in underestimation of concentrations. However,
this is merely an inconvenience for analysis, as the solution should approach a
steady-state concentration before numerical instability overwhelms the solution. The user
•.hould thus fine-tune the application to avoid this problem. This can be done for the
desired time step ny eliminating those observation points that are well behind Jhe
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breakthrough curve of the plume. As noted above, because of convergence problems
in the estimation of the integral, it is not practical to specify observation points very near
the source as time increases. However, the user may always include points at X=O. At
this point the concentration will simply be given as the calculated source concentration 4r

interpreted as a line source at the boundary.

The data input is essentially the same as that for ODAST, described above, with
the addition of the following variables:

NUMY: Number of Y positions in the grid. Observations will be calculated at all
combinations of NUMX, NUMY and NUMT.

NNS: .This sets the accuracy of the numerical integration scheme used by TUAST, a
by choosing thie degree of the polynomial for the Gauss-Legendre method. NNS selects
the nth digit from (4, 5, 6, 10, 15, 20, 30, 40, 50, 60, 104, 256). Increasing NNS improves
accuracy but decreases speed. NNS=8 seems to provide a good compromise value with
which to start, but may be changed at will. If convergence warnings appear on screen
during run time the user should try increasing the 'alue of NNS. a

DT: Transverse dispersion coefficient. As in ODAST, the dispersion coefficients
must be input for deterministic modeling, bLt can be estimated from scale and velocity
in Monte Carlo mode. In the latter case DT is estimated as 1/3 of DL.

A: Half-length of the source, being 1/2 of the lateral extent of the source noNral

to the direction of flow.

Th~e output formats are similar to that of ODAST, except that the concentrationI

cont'. urm are on the x - y space domain.

3. PLUM-0W

The model PLUM2D is art analytic'l model for calculation .i the trac.er
concentration distribution in a hormogeneous, rnonleaky contiried aquifer with unitcrrn
regional flow. The solution owethod is based on the Hantush Well-functior, ii which the
Well-function 'low solution for a leaky confined aquifer is applied by aralogy t- .account
for transport and dispersion in a nonleaky rnofined aqui-er. Source '' trengti s ;ra
assumed constant, but the solute may be subject to adsorption and radboctive btpedecay in the porous, mccurn.

A- impoitant advantage of this method is that it can readiiy treat multiple p..%int
sources, which sources may have bL, er operational for differing amounts of time -his
enables PLUM2D to treat certain situatioars that carnrot be handled Qi other Jann'vi.rcal

methods. ]he solutio- is based on an idealized situation, in which 3olute is introduced S
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into a fully homogeneous confined aquifer through one or more fully penetrating wells
in the presence of regional two dimensional, horizontal ground water flow. The injection ,
rate from these wells is considered to be sufficiently small that it does not alter the

I ] regional flow pattern. Thus the model is most applicable to injection wells with relatively

low injection rates. However, PLUM2D can provide a reasonable approximation for other
situations as well, That is, surface sources can be modeled as fully penetrating sources
if the assumption is made Jhat the solute is fully mixed in the vertical direction soon after
its introduction into the aquifer. Further, the solution method is approximately appropriate
for use in a surficial aquifer, when the saturated thickness is relatively constant, and the
leaching rate from the sources is of a small enough magnitude such that it does not

",'A• affect the regional flow regime through mounding.

In incorporating the model into the system we have provided a complete
preprocessor and equipped the model for Monte Carlo simulation. In order to account
for the cor, elation of the various parameters controeling the regional flow regime these
are generated from simpler, underlying variables (see discussion of EPAGW for more
details). However, a user option is also provided in Monte Carlo mode ior direct input of
hydraulic conductivity and dispersion values.

As with many of the other two-dimensional analtical models incorporated into the
system, use of PLUM2D is limited to cases where it is reasonable to model the aquifer
as if it were a confined aquifer with fully penetrating sources. These sources are treated
as p~oint sources, and thus the model is applicable to areal sources only where these can
be treated as clusters of point sources. The model further assu-nes thaI source strength
is constant, once initiated, and cannot handle situations in which the strength of the
"source is decaying over time.

As with most models in the system, we have provided a standard format
preprocessor for PLIJM2D. The user is provided with an option to spec-ify input in either 9
rmetric units [m, day] or English units [U.S. gallon, ft., day]. Data input is as follows:

UNITS: User option to select English or metric units.

TITLE: Title to be used for output. p

NPTS: Number of solute injection wells specified, or other sources that can be
approximated as injection wells. Up to 10 may be used in the present configuration ot
the model.

NOBS: Number of observation poiniti for Monte Carlo simulation (up to 5). -ihosc
are the points at which cumulative concentration frequencies will be calculated, and are
in addition to the gridded calculation of concentration. For deterministic mode this
variable is not needed.

Ii B
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NX: Grid dimension for calcuiation, number of nodes in x-direction. As this is an
ana!ytical soiution, for Monte Carlo simulation a very sparse grid may be specified if
interest is in only the frequency of concentrations at the observation points, rather than
plume development. Specifying a sparse grid will greatly speed execution. The X axis
is assumed to be coincident with the direction of regional flow. NX can range from 2 to
20.

NY: Grid dimension for calculation, number of nodes in y-direction. Range 2-20. S

IRAD: User option to include radioactive decay (1 =yes, 0=no). As in other
models, decay processes such as hydrolysis can often be modeled as radioactive decay,
if an effective "half-life" can be established, PLUM2D does not include the ability to
model hydrolysis based on pH, with pH specified as a random variable. a

MODE: User option for Monte Carlo simulation. Set Mode=1 to generate K from
underlying variables of particle size and gradient, set Mode=2 to estimate K as a
log. normal distribution indepndent of particle size.

XS: XK-coordinate of origin of grid, in appropriate units. Range 0. to 5000.

YS: Y-coordinate of origin of grid, in appropriate units. Range 0. to 5000.

DXOB: Grid spacing (interval) in the X direction. PLUM2D thus specifies an evenly • •
spaced grid.

DYOB: Giid spacing in the Y direction, may differ from DXOB and is typically
smaller than DXOB.

V: Average Darcy velocity of uniform regional flow, in the appropriate units,
coincident with x axis. Required in deterministic mode only, In Monte Carlo mode V will
be generated from underlying hydrogeologic variables, using the methods described by
Mulkey and Brown (1985).

M: Average aquifer saturated thickness, which is assumed constant.

P: Effective porosity (as a fraction). Required in deterministic mode only.

L: Longitudinal dispersivity, in units of length. Note that this model requires input
of dispersivity, rather than dispersion coefficients.

T: Transverse dispersivity, in units of length.

RD: Retardation coefficient. RD= V/Vc, where V is the regional velocity and Vc the
apparent velocity cf the contaminant. Thus RD must be _ 1. Enter RD=1 for no
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A retardation.

:1 HL.: If radioactive decay has been specified, enter half life, in years.

The next eight vaillabk's are required only in the Monte Carlo mode:

ITER: Nu'mber of Iterations (runs) for Monte mode. ITER is recommended
to be set 'to at leasst 5,00 to provide adequate dlefinition of the frequency histogram.
However, the user will utsually wish to first test model performance by setting iTER to a
smaller number.

OW,": Coefficient of variation1 of leachate (injection) concentrations, where the
coefficienz of variation is the stendard deviation divided by the mean. The injection
concentrations are modeled as a riormnai prucess,

TH(I.), TH(2): The m-ean particle size is modeled as a log-IC uniform process,
mneasured in cantimreters. rH(i) is the mnaximum of the range of the mnean, while TH(2)
is the minim-rum. Thus TH(2) mnust be :s TH(l), G.R(1),GR(2),G[1(3): 'The hydraulic
gradient is modeled as a triangular distribution, in which GR(i) is the most likel'i value,
GR(2 the minin-mum value and G-R(3) the ina-xiinum value. The range of GR is restricied
to 1. OE-5 to 02.1, expressied as length per longth.

OVID: i~cefficient of variation for dispersivitigs, applied to both L and T,

CVL.NQ: Coefficient of variation of laaching (injection) rstes. If the HELP model
has been applied to this site the obsem-36 coefficient of variation irorn the HELP results
will be reported.

DKLN: Required unly it MOD~E is set to 2, arid hydi-auliC conductivities are to be
independently gencratMed [LKL.N is then the rnean o-f the natural log of hydraulic
conductivity, in cm/sec.

DKLNV: Standard deviation If mean ILN hydraulic conductivityi. Required only if
MODE is set to 2.

DATA SET 1: OBSERVATION POINTS. Required only in Monte Carlo mrode. For
each observation point spec~ifed by NOBS ihe usear must enter the x arid V grid index
(IXOBS and iYOBS).

DATA SET 2. INJECrIION WELLS. For each inirciion well ot nirc odeled as
an ir~ection well, thp usior mrust enter the following vaiiues:

X: x grid coordinata of the ~~O



Y: y grid coordinate of the source.

Q: injection rate of the source, specified as gpd or m3 /d, as chosen by UNITS.

C: solute concentraticn of injection, as mg/I or ppm.

TIME: time since start of injection (operation) of this source, in doys.

4. DUPVG

The above two analytical models are limited in their use to situations in
which the aquifer can be modeled as approximately equivalent to a confined aquifer.
Serious problems with this assumption arise when leaching from a source is of sufficiont
volume relative to regional flow to create a significant radial flow compooent. The source
then serves not only to introduce contamination, but also alters the flow regime, and the
aquifer will possess a moving free surlace. The significance of such effects is estimated
in the CHOICE algorithm by a preliminary calculation of ground water mounding resulting
from the source, Where significant movement of the free surface is exp.)ected few
analytical solutions are available. Model DUPVG provides a solution for a parlicular class
of these problems (Vclker and Guvanasen, 1987; Guvanasen and Volker, 1982).

DUPVG is, a two-dimensional model in the X-Z plane, considering the longitudinal
and vertical distribution of the contaminant. The geometry is thus an extension of the
one-dirmensional case. The source is represented as an infinitely ;orig recharge basin of
a fixed width which cuntributes a constant rate of recharge to the aquifar. The aquifer is
assumed to be symmetrical in X about this source, and bounded by a constant head a
drain at a fixed distance, and there is assumed to be no pre-existing regional flow
pattern. This enables the calculation of an approximate velocity distribution within the
saturated zone, and thus contaminant distribution. The as-iuimption of ani infinitely long
recharge basin implies that this model will oe apprcpriate when the point of observation
is sufficiently close to the source so that the effect of finito latot.al extent of dhe source is
unimportant, as in the application of ODAST. DUP\/U is thus particuiar~y rriportant for.
estimation of plume development near to a largo areal source which contribute,,
significantly to the flow regime, such as surfaco irrigation systems.

It should be reemphasized that the only flow considered by DUPV'G is that
induced by the source. Thus ,diipersion is t"e only ..... nirn f.. d"l.. ... tn of the sou.r...
concentration. As decay is not considermd, this means tr.at it tDUPVG is run for 9
sufficiently long time it will eventually "flood out" th. aquifer with water at the sotirce
concentration. It is thus not particularly useful to ;urn th(,) model for predictions at a .iveri
distance if the time involved is sufficient so that wctet at source concaitriaLion has ,11"
occupied this point - for in this case the prediction is merely that the concentration is

1 2 1.
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eiqual to the source concentration. A rough estimate of the occurrence of this
phenomenon is when:

QA t -- >>X A' (23SJ-f-Ti'(23)

where 0 is the areal ;eaching rate in gallons per day per square foot, A is the half-width
A" of the csource along the direction of flow, in feet, t is time in days, s is the initial saturated

thickness, in, feet, n is. porosity, R is retardation coefficient (v/vc) and x is distance to the

P;': observation poinit ii- feet. Where this inequality holds the controlling criteria for
concentrMion predictions will be the determination of Q, and any vadose zone
attenuation of contaminant load. The analyst may also need to consider whether any

I processes of decay or diludon by regional flow, which cannot be considered by this
model, may have a significant effect.

In ;rdcr to derive the analytical solution a number of important simplifying
assumptions were m-ade, and the user should be aware of the implications of these
assumptions. 1he sniutron method first assumes that the rise of the free surface is
substantially loss than the initial saturated thickness a't tha aquifer (tests of this condition

are made in the CH--OICE doaorithm). Basod on thin premise it is assumned that:

('i) The unsteady free surface can be approximately described by a streamline,
which irnrlies that the flow patten is equivalent to the confined case, but with aE:n a priori

unknown upper boundary.

(2) Near the source, streamlilne and equipotential functions change little with time,
so that the transient velocity can be, described by a steady state alstribution rnodfied by
a simple time function.

(3) Further away from che source The velocity field is essentially honzontal and its
spatial variation is negli,5ible.

rhTe:e conditions reqluirr that the dslopa :,f the free surface is relatively small, and
Mý+ tro distance to the c:o.nstant head draCin ;Is SLffiCierlt$ large so that equipotr-tial lines

at tMe dovn,;tream end arte vertical. The final solution uses an approximation that is
1f equivalent to the case where the distano-, t.o constant head goes to infinity, although the

near source voiocitie.'s are first computed usirt( a finite value of this distance. In any case,
the soiution rw:trnocl will be accurate cniy whon the constant head boundary is relatively

I AR, far away from the sorre Fur.ther, ,onstant had bor:daies must be assumiti '.o be
distributed synmietrit.1ally about the source dris.

The approximate solution enployed for thie transpo quation is .a.sed on th
a.ssimption that the di-tance to constant head can be extn.nd•d to infinity. Ho,-ever, the
velocity distrihbution is first caiculated without this appro:ximation. -Ihus the solution

j -PaS
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Smethod should provide an accurate estimaticn of' the overage position of the front,
Howvever, when the constanrt head bhcundary i,:, closer to •the source the vertical
distri.butu-, oif concentrations May not be a.ccurate.

Other imporant limitations ameI obviouls from the nature of the solution. The

mhod c te ito account any regional flow other than that induced by the

source. Further, tne method treats only consetvativr .-LIbstances, which may be retarded
but are not subject to decay.

The preprocessor for DUPVG use• n Interactive mode, the user types in the fnree-
V ,..Mai irnput data intersctive~y through wre main screen The input d-ata are as follows:

NUMX: Number of points ,rmodelcd in the X direction, which estab!ishes the
1-dimensionai grid. From 1-25 points may be used, Grid size does not affect solution,
and for Monte Carlo simulation you will normally wish to examine only one or two points
at the perimeter of compliance to speed execution.

NUMZ: Number of points modeled in the verticl!, Z direction, counting downward S
from the top of the saturated- zone.

U NUAMT: Nu.mber of time steps fcr calculation.

Q: !eaching rate from source expressed as ga!.!/f - d. If the HELP rnadoe! has baee *
run tor Tis site, the values ohtainý.d will be reported hera. In DIJPVG the source is
conceived as a basin of infinite norizontal extent and finite width.

POR: Iotai porosity of the mredium.

B: Thickness of saturated ieyer (initial thickness). This is used to ualculate tho

nitial mixed concertration benearh the source.

DL. Longitudinal dispersion coefficient in M -/day.

I7: Trm'nsverse dispersion coefficient i I M /day.

A: For DUJPVG, this measures the effactive width of the "infinite" source along the
(flow) axis. This is properly the distance from the edge of the source to a flow oivide.

As th- geometry is assurmed symmetrical this is 7quivalint to half of the width of the

R: retardation coefficient, :' v / v, where v 'is the velocity- of the reggiona! flow and
vc the .ppareril velocity of the contamrinant

C",o Me-n initial source strength, as pprin.

J.!
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FC: Field capacity (fraction). Porosity = P, + FC, where P. is the effective
porosity. SU

PKW: In DUPVG, nc'n-Monte Carlo mode, an initial estimate of K is required. In
"Monte Carlo mode K will be generated in the usual way.

J-AHW: Determination of the slope of the free surface requires specification of
distance to a constant head boundary, assumed to be symmetrical about the source.
Note that for the approximation method used in the solution accuracy decreases as the
observation point becomes nearer to the constant head boundary,

ATTEN: Fraction oi the solute remaining after vadose zone atto.nuation. If the HELP
model has been run a conservative estimate of ATTEN can be calculated automatically,
This calculation assumes that the substance proceeds downward through the
unsaturated zone at pulses equal to the saturated hydraulic conductivity of that zone,
9subje(-t to retardation, and thus provides a very conservative estimate of residence time.

5. EPAGW

The basic model employed here was developed by the EPA for analysis of
restrictions on land based disposal, and is documented in US.E.P.A. (1986). The EPA
approach is to m'odel the transport of a given suostance, subject to hydrolysis and S
retardation, determining a downflow dilution factor which is used to back-calculate an
allowable concentration of the substance in a landfill, given a down-flow standard level.
To do this, Monte Carlo simulation is undertaken ever all the relevant hydrogeological
variables, using a national data set, allowing the formation of generalized regulatory
standards for allowable concentrations within the landfill. The method is carefully
designed to account for the correlation amonp simulated parameter values. The transport
model OFmployed is Sudlicky et al.'s (1983) O-D steady-state soluticti, using Gaussian
quadrature to solve the integral. We have modified this method in a number of ways.
First, if we assilme that the site characteristics are known, or can be specified by
distributions, tne method is readily riverod, so Zhat the "dilution" factor is used to predict
downstream concentrations fromr a specified source, using the same Monte Carlo
"analysis. Secondly, instead of using a national data base for the hydrogeologic
pararneteirs, one of several data bases can be selected that reflects the characteristics
of a specific region within North Carolina. The selected data base can then be modified
in accordance with any available site-specific data. The method thus becomes
appropriate for an analysis of contaminaton risk in a situation in which little is known
about ttLe specific hydrogeoiugy of a s:te. Tihe objectivU is then r ti simulate, t1,he expected
ris;, over the range of hydrogeological conditions that are expected to apply for the
specific region in which tha site i,.ý located.

"The source in the EPAGW model is ass.;umed to be distributed as a Gaussian
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source. The source is t iu'. are", but concentrated towards a central point. This m.IAkes
the model particularly apL.Dl4,able to landfills. However, it may be ioappropriate for large
scale areal sources, such ak; surface irrigation of wastes, in which contamninant input is

relativaly uniformt acrossý Vie source area.

EPAGW repreoentrs ý- complete and coherent Monte Carlo approachl- to
contaminant risk anialysis undsr uncartainty, It is thus the model of choice for preliminary
analysis of risk in situatk~iin- 'In which little site specific diata, is available on flow regime
and hydrogeology, givei t~hM P. Gaussian representation of source distribution is
appropriate. T'he model &evql1oprnent assume-s that the direction of flow fromn the souirce
is not accurately known, Analysis is thus made at a specified distance along the
(unknown) main axis of flow. Equivalertiy the model may be applied to analysis along
an explicitly known auis of-cw

EFAGW conta3ios dotailed roLutines for calculation of chemistry dependent
hydrolysis oficontaminants. kii also considers the effects of vertical mixinq. The model will
thus also be useful for analysis in sorte situations where there is substantial knowledge
regarding the ftow regime, but the analysis requires consideration of paitial penetration
and/or comnplex hydrco!7sis reacticons. This is 3specially useful for analysis of certain
organic constituents with pH da!pendent hydrolysis rates,

EPAGW provides a hig171j) flexible method for analysis. However, it can only be3
applied in the Monte Carlo mode. Further, solution is prcvided only at a point along the
axis of fiow at 4he surface of the aquifer. A steady-state con~centration only is calculated.
s-) that EPA(-3W,, cannot be used ro calc ulate time history of contamination. From the
naturo of the Solution thci model will not be appropriate for large uniform areal sources,
si'c'h as Iarid applications. The usual assumptions of steady-state, uniform flow apply
here, and the model will not be aptpropriate for sources that contribUte a voIlume Of flUid
sufficient to siQ:nificantly altear the 11cow1 regime.

Da~la input for EFAGW comnt4sts of two phases. The first phase concerns the
p a fametIIe rs controlling site hydragenflogy. To initiate this phase for a new site tlhe user
should first load a defaUlt req~rona; data set from the list provided. Even whuiro an
appropriate roýgional data set is not nrvailable one should be loaded to guide input, then
moudifie~d as needed.

Developmnont 01 regional data sets is still in progress, but limited by available
ifufmalkon, F-or regulatov'j analysis it will most commonly be the surficial aquifer that is

of interest. These can be conveniently grouped according to the nature of the surface D
so:!. The specifiatiorn of thE uniderlying hydrogeologic. pararnter di~tiuin and 1heir
probability paramnetersý is des;igned~ to allowi a maximum of flexibility ini selection. First, a
regional cate, base witýh assumned distributions and metaparameaters is selce.cted. Where
no additional site dala or use-r knowledge is available, Sitm-1.lation mny proceed wit"! these
unaltered distributions and valuer. This will provide an estimate of contamination riskp
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based on the average characteristics of the area, and so should be modified to reflect
any known differences of a specific site location from the average characteristics of the
area. HowevE;', an'y parameter distribution may be aliered in one or more of the following
ways:.

1. Respecoiy parameter distribution metaparameters.
2. Automatically update regional data by combination with site data.
3. Respecify parameter distribution type.

Where the user feels that a given parameter is known with considerable accuracy
this may be indicated by specifying the distribution as a tightly restricted uniform or
triangular distribution.

The types of distributions that may be specified for the various parameters are
identified as follows:

0. No distribution has yet been specifiRd. This must be replaced before running
the model.

1. Triangular distribution. The user must specify most likely, minimum and
maximum values for the distribution. The triangular distribution is an ad hoc, empirical
distribution which takes a triangular shape. This can be used to readily approximate
various peaked but skewed distributions.

2. Uniform distribution. The user must specify the minimum and maximum of the 4
range.

3. LoglO Uniform distribution, in which the log values are uniformly distributed.
Th, user must specify the UNTRANSFORMED minimum and maximum vwlues of the

4, Normal distribution, The user must specify the mean and standard deviation.

5, Log-normal distribution, in which the log values are normally distributed. The
user must specify the mearl and standard deviation of the log transformed values,

6. Exponential distitbition, in which the mean is equal to the standard deviation.
The user must specify this single value.

7. Table-soecified distributio: This is available in certain cases only.

Each of tile pre.specified regional data sets will describe each of the parameter
distributions by one of the above distributions. However, these may vary from data set
to data Fnet. For this phase of input, distributions must be specified on the following
parameters:

DIAM: mean particle diameter (cm). Note that the specification is of the distributiori
of tiie mean, not the full range cf particle diameters encountered.

GRAD: gradient of the v,'-ur table (length per length).
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FOC: organic carbon fraction of aquifer medium. This is an important factor in the

che iical analysis of the fate of certain organic constituents. 4

PH: pH of groundwater.

T: groundwater temperature (Centigrade),

TH: thickness of the saturated zone (meters).

H: leachate initial penetration depth into the saturated zone (meters). This specifies
vertical mixing beneath the site. Because of constraints in the solution method H must
be equal to at leust 2 meters.

QC: leaching rate distribution for engineered (lined) facilities.

QD: leaching rate distribution for non-engineered facilities (Default is table
specified; for direct input use m/yr). If the HELP model has been applied to the site the
leaching rates estimated from this model may be loaded to replace both the QC and OD
values.

Phase one thus requires specification of the general characteristics of the aquifer.
Phase two of datE, input requires information on the site engineering and the contaminant
of interest. The following data is required: 0 *

CLM: mean leachate concentration, in mg/I (ppm).

CLS: standard deviation of leachate conceitration mean.

DKA0: hydrolysis rate for the substance under acid conditions, 1/[molar*year].
EPAGW simulates the lumped degradation constant, K, based on pH, DKAO, DKBO and
DKNO, using equation 2. These values must be conveiled to year' for input into
FPAGW.

DKBC: base catalyzed hydrolysis rate, 1/[rrlolar*yearl. a

DKNO: neutral catalyzed hydrolysis rate, 1/year.

DKOW: log,0 octanol/water partition coefficient for contaminant, describing the
GUconsti.Huent'5 solubility. The actual value will be dependeni or- the organic car bon content
and available surface area of the soil. If this value is not directly know'n ii may be
estimated from:

DKOW 5. 0 9. 67 log ( (S) (24) 0

12'/ I !
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whee S=SI~btyin water. EPA13W also uses DKWto estimate the adsorption

/cog 70 AO. 1. 029 log , K,., 0. 18 (24)

Note tlirat this relationship may not be valid for polar constituents.

ATTN: a factor, which specifies~ the fraction of solute remaining after passage
through the unsaturated zone beneath the landfill. If the HELP model has been applied
to -his site a conservative value of AN may be calculated automatically from the HELP
output. This is calculated in the same manner as for the model ODAST,

NPROB: number of Monte Carlo runs. A minimum of 500 is recommended for
adequate definition of the cumulative frequency. However, the user Will Usually wish to
test model performance by first ti-yirlg a smaller number of runs. The value of NPROB is
riot saved with the data set, but defaults to 500, and thus may need to be respecified for
each run.

AW- SUrface area of landfill, in squai'e meters.

al: refe~renco temioerature for the chemical rate constants, in degrees C (these are
Lusually specified at 250 ,

XX: distanc.9 fromn the edge of the disposal area to the observation point, along
the flow axis (meters), The exact 'alue of XX is somewhat ambiguous for large areal
sites,

Leaching Rate Distribution: Calculated frcorn HIELP Model, or from table, wvhere
C: table tar enginaered facilities,
D table tor non-engineered landfills.I6. EPASr

The F-PA '-iurtac~e w,-ater nmodel (EPASF) was designed to assess impacts ot
vw.gi,,e disnosal sities an surface waters (with hazard asgociated with human use of
cc'ntarniniaied surface waier-, or consumption of fish from contaminated surface waters)
in a i;;Mnomr analogous to the EPAGW model. Here, however, at least two Stages must
Ing ccm.sidered: transpoit fromn the landfill via groundwater, arid entry into and dilution in
thc- ~e~I As with 1-he EPA-GW model, we have modified this modpl to rrcvid-.: risk
assessrrwor.t frorr L ie landfill, and have likewiseadeaprrrcci.~PF d
EPAGVV iu c.hare essentially ihe same inpui data set, wilE a kanw or-rdditinr.
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EPASF estimates groundwater contaminant transport to the stream using either
a one dimensional or a three dimensional solution. and with or without consideration of
dispersion. In the three dimensional case the transport solution is the same as that used
in EPAGW. Note that lateral dispersion of the ccntaminant plume affects the
concentration, but not the total mass loading to the stream, As EPASF provides orilý a
very generalized approximation of the transport process analysis without dispersion will
often be adequate for a first estimate.

EPASF provides only a rough and preliminary estimate of impacts in surface
waters. However, modelling the interaction of groundwater and surface water often
presents formidable difficulties, so that one is forced, by default, to rely on a model such
as EPASF for a preliminary estimate ot risk. It should be remembered however that
EPASF presents only a preliminary estimate. If contamination problems are suggested
by application of EPASF the user may then need to attempt more sophisticated analysis.

EPASF usoa3 essentially the same data input format as EPAGW, and can share the
same data sets. tiHwever, distributions for two additional parameters must be bpecified
when characterizing the hydrogeology, These are:

FOCS: organic carbon fraction of suspended sediment in the stream.

FL: lipid fraction of fish biomass. This is needed only when using Scenario 3, in
which human impact is assessed via consumption of fish from the stream. The lipid kil
fraction is used to assess bioconcentration of certain lipophilic organic constituents.

Input of the site parameters is very similar to that for EPAGW, but possesses a few
differences, including slight alterations in variable names. The site data input for EPASF
are defined as follows

DIMNSN: Dimension of problem; the groundwater transport phase may be run
using a one dimensional or three dimensional solution. The one dimensional solution of
course results in much quicker execution of the model.

DSPRSN: Effects of dispersion may be incluG.dd (1) or omitted (0).

X: distance fom landfill edge tc the stream, in meters.

CLM' leiachate coricr-.rtratio(i, mg/L (ppm).

CLS: standard dviation of lkachate concentration.

LKOW. Ion o.;tianol/watu'r a:.artiiion coefficiert for contaminai it species.

KHAN acid ,.:atlazed hydrulyt-,is rwe, 1/[molarkvyiar].
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KHBO: base catalyzed hydrolysis rate, 1/[molar*yeerl.

KHNQ; neutra; pathway hydrolysis rate, 1/year.

1TREE: reference temperature for hydrolysis rates, degrees C (usually given -at 250
C).

NUMJRNS: numbpr of Monte Carlo runs. At least 500 runs are recommended, and'
in most cases this model is moderately fast.

AW: area of waste site, square meters.

AS: area of watershed above point of impact, in square miles. This factor is, used

in 'he determiniation of ri-stream dilution.
.Leachate distribution: flux of leachatc; fi-ro landfill, in rn/yr.

C oie: subtitle C (engineeted), subtitle D (nonen1gineered). As in EPAGW these
valuje-_. ma'y he replaced by rates -calculatedl by the HELP model.

ATTN- factor specifies the fraction of solute remaining after passage through the
unsa,ýturatcvd zone buneath the landfill. If the HELP model has been appliod to this site,

a cnsevaive value oi.4ATTN ma-, bia calculated adltomatically from the HELP Output.

LTIRD CaiOLdlates, the concentruiiicn of a par-tiC~ilar solute in radial flow (Javandel
el al., 19P,4), using a semiialialytical solution originally written by Moench and Ogata

-l~) his model is inclu.0ci for the explicit purpose of treating purely radial flow
s Ituatici-s, in which r.-.gional flow iF, not present. The idealized situation treated by the
r-node'l considers a cc ifined aquifer of constai it thickness which is recharged through a
full!y ppnet'ating well al a ccristant rate. The model considers steady-state plane radial
flow only.

As, with othe--r solutions for confined aquifers, LTIRD is applicable as an
appruýimLtion to unrccrifinriad aquifers in cases where mounding is sufficiently small so
thaf tWe streamlines ernain approximately parallel. LTIRD can also be used to treat

sL~r~ir no.ts theassmpt~n cn be madc !ha,' tho solute is vertically mnixed in the
aquifer sooan after introo~ictio.n.

L'lD has arthr jimited rariqe o)f applications in the advisory system. There is
io considerc'ion of recjoa lw so ihis mcdel shouid be used o~iiy when the radial flow,

frmrecharge dcrnim-ites, hut, 'In the case of a suficial lunconlinied aquifer, the rate of



recharge is also sufficiently small sc that the assumption of a confined aquifer is
approximately valid. Use of the model is also limited by the fact that it does not include M"

decay or retardation, and the fact that it assumes steady-state plane radial flow. The
source is modeled as a well, so that the model is not appropriate to areal sources. 4.

Data input for LTIRD is quite sirple. The following are required, in any consistent
units:

NUMR: Number of radiuses at which to calculate concentrations.

NUMT: Number of time steps to calculate.

RDW: Radius of the well, or source approximated as a well,

R (1 to NUMR): Radial distances at which calculations are made.

T (1 to NUMT): Times for calculation.

ALPHA: Dispersivity.

Q: rate of recharge.

B: Saturated thickness of aquifer. * •
ZE

N: Porosity of aquifer.

CO: Concentration of solute in recharge.

S

8. RESSO

JadetRESSO is a program for semiarialytical calculation of contaminant transport
(Javandel et al., 1985). The model calculates two-dimensional transport by advection and
adsorption (no dispersion or diffusion) in a homogeneous, isotropic confined aquifer of
uniform thickness when regional flow, sources, and sinks create a steady state flow field.
Recharge wells and ponds act as sources and pumpinj wells act as sinks. The solution
proceeds by calculating the streamline pattern in the aquifer and the location of
contaminant fronts around sources at various times. RESSQ can thus be applied to a-
large variety of complex flow situations that can not be handled by analyticai solutions.

"Because the method is limited by neglecting dispersion, RESSQ, as other
semianalytical rnethcds, is most appropriate for pieliminary analysis of the extent of

. probable contamination in a complex flow regime. It the semianalytical method does
suggest a contamination problem at the perimeter of compliance the user may then need

i'I I
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to apply a more complex numerical model. Because it is a preliminary analysis tool,

A,.i•: RESSO is provided only in a deterministic mode, .

'The most obvious limitations of RESSO are its neglect of dispersion and decay. 4r

Other limitations of the method are similar to those that apply to most two dimensional
steady state analytical solutions. RESSO requires that the modium is homogeneous and
isotropic, with steady state uniform regional flow, Thus the method is not applicable
when the medium is distinctly heterogeneous or anisotropic. Further, the method is not
directly applicable to transient problems.

A more subtle limitation is due to the assumption made in the model that a steady
"state flow field exists. This implies that the sum of flow rates from all the injection wells
should be equal to the sum of the flow rates from all the production wells. In practice,
RESSQ can be applied to situations where these sums are not equal, if analysis is made
at sufficiently large values of time so that quasi-steady flow prevails (see below).
However, if attempts are made to apply the model to shorter time periods where the two
suuns are widely different bizarre results may occur. Note that this problem is avoided if
a constant head boundary is specified through the use of image wells, in which case the
two sums will be by definition equal.

The solution method used in the model is based on the assumptions of a uniform,
confined aquifer. Application to a surficial aquifer is thus valid only when conditions in
the surficial aquifer approximate those of a confined aquifer. For a preliminary analysis s 01
of contaminant risk this is appropriate when the surficial aquifer does not show distinct
seasonal variability, and the input from sources does not result in substantial mounding.
The latter condition should be adequately met in situations for which the Dupuit
approximations hold, !n addition, and like most available two-dimensional analytical
solutions, RESSQ assumes that sources fully penetrate the aquifer. This is equivalent to
assuming that the contaminant loading from a source instantaneously displaces the
preexisting water throughout a vertical column of the aquifer. Note that RESSO provides
a sharp front approximation, and cannot account for mixing of the flow from a source
with the water iii the aquifer. Instead, the source flow displaces the water in the aquifer,
without mixing. For a source that is not actually fully penetrating this approximation is
obviously more valid for a thin saturated layer. However, an overly thiin saturated layer
Is likely to result in violation of the confined aquifer approximation. The practical result
is that RESSO, when applied to a surficial aquifer with a nonperietrating source, is likely
to provide inappropriate concentration results in the region close to the source, but more
accurate results further away from the source.

Attempts to apply RESSQ to surficial sources which do not fully penetrate the
aquifer are considerably complicated by the necessary assuroption that no niix!rng
Occurs. This may result in overestimation of the concoenration resulting from a source.
This is a particular problem when the rate of regional flow is significantiy large in re!ation
to the rate of recharge from the source. In such cases the pozitiors of contarninant fronts
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car, Gtill be calculated, but the concentration within these fronts cannot be interpreted as
equal to the source concentration, In general, RESSQ is recommended for approximate
application to surficial sources only in cases where the flow from such sources is of
sufficient volume to overwhelm the regional flow in the neighborhood of the source and
a radial flow pattern is established. In sum, it should be emphasized that RESSQ is best
thought of as a preliminary analysis tool. Despite the many limitations expressed above
it provides a very powerful tool for preliminary analysis of complex flow situatiors.

Appropriate use of RESSQ is somewhat of 'tn art, and will require practice on the
part of the user to obtain adequate results. This is because the model calculates
concentration front positions on the basis of a finite number of streamlines. The results
observed are thus to a degree sensitive to the number of streamlir :?s modeled, and the
starting angle of the first streamline leaving each source. The user may need to
experiment with these values to obtain the desired results.

By proper formulation of the input data RESSQ can be used to model a wide
variety of situations. The following suggestions for data input are taken from Javandel Ot
al, (1984): S

(1) If the total flow rate from all injection wells does not eqiial the total flow rate
from all production wells, then, strictly speaking, a steady state flow field, as required by
RESSQ, cannot be achieved. However, for large values of time one may assume that
quasi-sieady flow prevails, thus allowing RESSQ to be used. However, if the surn of the * *
two rates are widely divergent, unexpected and inappropriate results may be found for
shorter time periods.

(2) In addition to modeling recharge or injection wells as point sources, RESSO
can model constant head ponds as finite radius sources. This is done by specifying the
pond as a recharge well, with radius of the pond specified as the radius of the well. Such
sources are however also considered to be fully penetrating.

(3) RESSQ can include a linear no-flow or constant potential boundary using the
method of images. A boundary is represented by adding an image well for each real wel;
ini the problem, with the boundary located on the perpendicular bisector of the line
connecting each real well/image well pair, For a no-flow boundary the real and image
wells have the same flow rate, that is, either both are injection or both are production
wells. Since there is no flow through an imper'Aous boundary, the only regional flow
allowed in this case is parallel to the boundaiy. For a constant potential boundary the
facl well/image well pairs have flow rates equal in magnitude and opposite in sign. In this
case the boundary must be an equipotential and the only regional flow allowed is
perpendicular to the boundary.

(4) The model requires that the number of injection wells specified m-lust be greater
than zero. This is because injection wells act as the starting points for streamlines, so a
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without iniection wells no streamline pattern can be draw. To allow greater flexibilitf in
present~fng stream-line patterns. Zero-flow wells do not affect the velocity field, but provide
starting points tor streamlines whose paths may help explicate the velocity fi, 31d croatid
by regional flow and nonzerc-flow rate sources and sinks present.A

(5) The tejchniques deser~bed in (4) allow the spixcificration of a uniform regijonal
flow by use of a row,~ zitzro-flow-rate viefl, St.zriialine~s describing regional Hlow carl be o
drawn by placing a row of zero-flow rats wodls perpendicular to the direction of re.gionlal
flow at a distance relai'vely tai fromn sour~c:c arid sinks. The spacing betwieen thpsP woll&
must be determined as a fujnction of the ratio of sourcP flow rate to regional flow Darcy
velocity. A routine (ZOWELL) is incorporated into the model preprocessor to provide for
automatic calculation of the reqcuired line o; zero-flow wells to describe the regional flow.
However, the user may find it; necesuary 1o experiment with i-he input for this routine ina
order to establish a suffflciently small (or sufficiently large) number of Such wells to
describe the regional flow,, within the data input limitations ot the code.

RESSQ, by neglecting di-persion, provides a sharp-front appiroxiniatiori of
contaminant concentration. That iu, water injected from a source undergues no mixing9
with water already present in The aquifer, but displaces that watur without dilution. Output
of RESSQ includes plots ot the 'time position of coniarninant fronts around sources.
Because these represent sharp fronts, the predicted concentration within the fronts is
equal to the injection concentration, while tihe predictead concentration outside the fronits
is equal to the ambient aquifezr concentration. In actuality, the processes of dispersion *
and dilution should result in contam-ination extunding beyond the position of the
predicted fronts, but with a rcorrespor'dirig dilution of concentration. The; usiey Should )ay
careful attention to this phenomenon in interpreting the results.

If a production well is specified, the time evolution ot c~oncuntration a~t the
produc-tion well will be asltimated (provided that at least two stream liner, reach the
production well during the simulation period). This time evolution is based solely on the
number of streamlines from sources captured by the production well, arid does not
consider the effects of dispersion arid dilution.

Input data for RESSU requires the following information;

NWI: Number of injection wells (> 0), not including zero flow wells automin,-tical iy

specified in routine ZOWELL.

NW:Nme of production wells. May be zqro, but set. c-autions regarding

C:Ambient (preexisting) contaminant concentration in the aquifer.

C:Default concentration of injection wfills. This numbeor can be nverriddell in tho
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spe'-ifications for each well (below). However, it v; necessary to specify CO if the user
-•wisrhes to obsve tho dirensionless concontraion evolution at production wells. In

gerieral, thO user should specify CD equAi to the highest injection well concentration.

UNITC: Units of cuoncentration. This is a character string used to label output. The
Stlufaull value is ,-ercent

'.] I/: Requests• W- use routine ZQWEL.L for automatic calculation of a line of zero

flow wells to ,specify uniform flow (1 yes, 0: no). Generaily the user will wish to enter 1
4 regional flow is pre.ert.

J A -IThN: (Default 1.0). This option is provided for use with surficial sources. In
,cr) cases the strength of the contaminant may decrease significantly in the process of

percolation through the unsaturated zone. The users may thus specify ATTEN to
represent the fraction of the actual source concentration remaining when the flow from

'de:,• the source enters t1i; aquifer.

HEIGHT: Average saturated thickness of aquifer (ii feet). This value is assumed

to be constant throughout the region of study.

POR: Effective Porosity of the aquifer, expressed as oercent (POR .PxtOd),

VO: Pore water velocity of uniform flow (ft'dav).
ALPHA: Direction of regional flow, in degrees, measured counter-ckwise from

the poshitve X axis.

AD'3OR3: Adsorption capacily of ma~irix, equJs, (I - 1!R). where H i! the retardation
coufficirlnt. -1he range of ADSORB is 0-1, a- R- VNV where V is the reqional veloc!ty
and '/c the, appaient ,,olocity of the contaimninant.

NFPNT-3S , Number (A contaminant firont positions to be carl:ulatad for eai;h source
'.•-• ~(mnaxir num )

DA FE('1 io NFRNTS): Times at which fronts are to be ca!culated (in yearsj.

dTMAX Period of study in years. This sets thi rnaKimum nno;unt of tirie for
calcu.latin. the trare of streamlines, and thus should be substaritially gr-ater than the
lrne period ,f ir:-rst TMAX should be s mt large enoughso that strar-lines Can e-, rUlyf

d(awn ihrc.uh uI the ar.a mapped. The exampic. problems given by Javandel 0i al.
(1984) use TMAX :-200. if you are speciiying regional flow through USe ot zero-flow wells,0-5
T-MAX should bd lonq %mough so that these flow lines can he drawn aIcross th,•r area io
be !ap'pped.
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DL: The step-lcngth or spatial increment used to trace out the streamlines, in feet. W
1! left blank this defaults to (XMAX-XMiN)/200. Using a larger step-length will decreaseA ron timne but wil" also decrease the resolution of the streamline.. plot.

.N TL Plot option, set NTL= -1 to suppress p!ot of streamlines.

N": Flot option, set NTF -1 to suppress plot of pollutant fronts.

-4... XMIN: Origin of aea of study, X axis (in feet). It is often convenient, particularly
when specifying regional flow, to set up the axes so ihat {X=O, Y=0} is the center of the
area of study.I;• XMAX: Limit of area ot study. X axis (in feel).

YMIN: Origin of area of study, Y axis (in feet).

YMAX: Limit of area of study, Y axis (in feet).

The next seven variables control the autornatic calculation of a row of zero-flotw
wells, to simulate uniform regional flow. They will be requested only when IZQ:-1. The
rui'mber ot ZQWELLs calculated will be displayed after the data is input. It this number
is too large you may modify the input and try again. In this ca-se instructions foi
modification will be displayed. 9 4

4XREF: X coordinate of arbitrary reference point near the s(ources and s~nks (in
feet).

YREF: Y coordnate, of the arbitrary reference point.

DIST: Distance from reference point to row of zero flow wells, in feet. Ideally, OlST
must be large enough so th-t near the zero-flow rate wells the streamlines are essentialy v
parallel.

WIDTH: Width of the row of zero-flow wells (in feet). This determines the area thatl
will be covered by the regional flow strearnlines

01: Flow irate of the first source (injection well) in gpd. INis value will be carried
to tho source input screen as well.

NSL-1: Nurmber of streamlines calculated for the first source.4,B

! 'R91: Ratio of NSl.•1 to the irumber of streamlirnes plotted for the first source.

MN
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W..ELLS: "The fo!iowing data must be specified for each source and sink (injection
i1v well and source well). The injection wells (sources) must be specified first. Monitor

source wells may be, specified in order to observe contaminant concentration
deveflopment.4

NAMEN: Name of the -,v6, source or sink (character).

XW. X coordinaate of the well (feet).

YW: Y coordinate of the well.

.W: absol,,!' value of flow from/to this well, gpd.

RADDW: radius of well (or pond), in feet. This value will
default to 0.2461 ft.

C: concentration of an injecting well in units of UNITC. This
will defaul- to Co.

BETA1: angle (degrees) of the first streamline calculated tar each injection well.
This value can be modified to obtain better streamline definition. The angle is calculated
counter-clockwise from the positive X axis.

NSL: number of streamlines ca~lculated for an injection well. Default value is 40.
Set NSL = -1 for no streamlines.

ITR: ratio of NSL to number of stre-•rmines actually plotted. Determines the density

of the plot. Set iTR -1 to suppress plotting of streamlines rom Ibis wall.

INDW: Plot option. Set INI-IvW -1 . to suppress plot of fronts in the case of an
injection well, or suppress study of c.oncentratiion in, It.h case of a production well.

The qraphical output from this UNIX veersion is the same as that from DOS version
(see Figure 30 in Ssction Il0

S9. USGS MOC

The Method of Characteristics (MOC) model developed by Konri;,,ow and
.Bredehoeft (1978) is a wel!tiested and accepted, highly flexible two-dimensional
numerical groundwater transport model. Unlike analytical models, this model considers
heterugeneity and anisotropy o0 the porous medium, arid offers great flexibility in

pewrfyirg sources, sinks and bcurida'v conditions. ]Ti version included in the Advisory
System includ.s several updawes disiributed since the publication of the 1979 manual

1..i
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'tat extend the method to allow consideration of retardation and radioactive-like decay
;n the model. 0

By using a numerical method, the characterzation of the aquifer is not 4V

constrained by the availability of analytical solutions. The numerical method requires that
the area of interest be subdivided by a grid into a number of smaller subareas. MOC
utilizes a rectangular, uniformly spaced, block-centered, finite-difference grid, in which
nodes are defined at the centers of the rectangular cells. If sufficient information is.
available, the user may individually specify distinct values of controlling parameters at
m each of these nodes. The technique employed seeks nnm(.-,ical solutions first to the head
distribution, then to the flow equation, and finally to th3 transport equation. The transport
equation is solved using the Method of Characteristics, which avoids the problem of
numerical dispersion often encountered in numerical models,

The UNIX version of the Advisory System uses a modified MOC for use in
Monte Carlo simulation. However, only some of the many possible sources of uncertainty
are considered in this procedure. These were selected on the basis of a sensitivity
analysis, under the assumption that the hydraulic heads along the boundaries are exactly s
known. Thus the Monte Carlo method is not implemented in full generality here, but
rather designed to be most applicable for the specific case of analysis of proposed
hazardous waste landfills. Of particular interest in this method is the specification of a
spatially covariant hydraulic conductivity random field, which is well adapted to the
simulation of the natural uncertainty in this parameter, where it is expected that hydraulic a -
conductivity values will tend to show a higher degree of similarity between rindes that are
closer Logether in space. The Monte Carlo procedure can handle the situation in which
contaminant input begins following the failure of a containment structure. This scenario
applss to the analysis of a proposed hazardous waste landfill, in which the analyst must
consider the possibility of contamination resulting from failure of the landfill liner.

It is wo' documented that the spatial variability of hydraulic cccnductivit. can have
a significant effect on the field-length dispersion of conta:inant plumes and that
hydraulic cc,,ductivity is lognormally distributed (Freeze, 1g75; Smith and Schwartz,
1980, 1981'. We ae;!ume a two level stochastic model to reflect both natural and
pararm eer uncert4infl,, in the hydraulic conductivity field distribution. In this UNIX version -
Advisory sysc-n, three steps are developed to obtained up to 100,000 simulations of
hydraulic conductivity random field. In the Advisory System, there are three steps in
constructing thu iandorn field of hydraulic conductivity:

a. Input prior information

This step requests prior information of hydraulic conductivity, and observation
(field) data. The prior information includes mean value, variance and correlation length
for hydraulic conductivity. This procedure has been written in FORTPAN code namled
'premain.f a

I '38
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b. Bayesian update of hydraulic conductivity

Having the prior information and observation data, the probability characteristics
of hydraulic conductivity random field can be updated using Bayesian update technic.

q This technic has been proposed by Kitanidis(1990) and applied by Liu(1993). The solving
algorithm has been written in a FORTRAN c•de named mainn.f.

c. R..alization of hydraulic conductivity random field

Having the spatial probabilistic distribution of hydraulic conductivity, the realization
of hydraulic conductivity random field is accomplished by using Monte Carlo simulation
program, COV. COV uses a matnx decomposition scheme a- a mechanism for
generating two-dimensioial fields of a normnally or log-normally distribuLed parameter(i.e.
hydraulic conductivity). The input data for the program conslsts of a set of X,
Y-coordinate locations and parameters which represent the distribution of the parameter
of interest. The generating scheme is as follows: the program computes the ccvariance
matrix for a set of different locations and decomposes this matrix into a lower-triangular
matrix. The decomposed matrix is then used to esAimate a set of vnlues for the
parameter of interest. Thesq values may be either normally or log-normally distributed.
A seed which changes automaicaliy is incorporated into the program to generate
"different realizations of the parameter fidd.

MOC, particularly in the deterministic mode, provides a highly flexible tool for
analysis of many contaminant transport situations. However, the user .must also be aware
of certain limitations. The development of the solutioin iequired a number of
assumptio is, and the degree to which field conditions deviate from these aýsumptions
will affect the applicability and reliability of the model. These include th,3, following:

(1) Darcy's law is valid and hydraulic-head gradients are the only sig ificant driving

mechanism for fluid flow. Low velocity flow under other conditions is not considered.

(2) Solute transport is dominated by convective transport, arn assumption required
for the mothod of characteristics solution of the flow equation.

(3) The porosity and hydraulic conductivity of the aquifer are constant with time,
and porosity is uniform in space.

(4) Gradients of fluid density, viscosity, and temperature oo not affect the velocity
distribution.

(5) No chemical reactions occur that affect the fluid properties_ or the aquifer
properties.

(6) The only chemical reactions considered for the solute species are linear
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retardation of velocity and decay that can be described as similar to radioactive decay. .)
No pl-I dependent hydrolysis of constituents is considered.

(7) Ionic and molecular diffusion are negligible contributors to the total dispersive
flux.

(8) Vertical vawiations in head and concentration are negligible.

(9) The aquifer is homogeneous and isotropic with respect to the coefficients of
longitudinal and transverse dispersivity.

The model in general is applicaoie to both confined and unconfined aquifers.
However, the validity of the present code is somewhat limited in application to
unconfined aquifers. That is, the saturated thickness i5 presently specified independent
of the water-table elevation, and does not change in response to changes in water-table
elevation. This .means that if recharge and/or pumping do result in substantial changes,
in water table elevation the solution will lose accuracy in the unconfined situation, The
user should be particularly careful in attempting to apply the m•del to transient flow
problems in an unconfined aquifer.

Additional limitations apply to the use of ihis model in the Monte Carlo mode. The
most important practical limitation is that run time may be very long when using this
model on a Worksiaticn. As noted above, tho Monte Cadlo formulation used here I 0
considers only certain specific sou;u'es of variability. If ther'" are other sources of
variability that have an important affect on predicted concentrations rise of the Monte
Carlo method provided here will not provide an accurate analysis of risk.

Finally, in both the deterministic and the Monte C,-irlo mode, the user must specify
the head in the aquifr~r at the start of the simulation, as an initial condition. Obviously, in
many uascs cornplet-, data on head distribution will not be available; however, no
provisions have been made to account for un,.'ertainty in initial heads. It ;s possible to
determiiie initial heads from previous simulations. However, it is important to not,.- that
the simulation rcsults may ba sensitive to variations or errors in the initial conditions. In
discussing computed heads, Trescott, PFnder..-nl Larson (1976) state: "If initial conditions
are specified so that transient flow is occurring in the system at the stari of the
simulation, it should be recognized that watei lev'als will chailge during the s&,ulation,
not only in response to the new pumping stress, but also due 1c the initial conditiuns.
This m•y or may not be the intent of the user."

MOOC is pwvide,,, with 2 DOS version prcprocsscr for dat& input supplied by the
International Ground Water Modeling Center and written by P. Srinivasan. We have u:sed
the format ot this preprocesF.or as a model for the deve!opment of Mhe UNIX version
preprocessor in the system. Tne preprocessor supplied by IGWMC has ben modified
by us to allow input of the additional data required for Monte Caikc' simulcition.
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Conideabl fexiiliy : aailbleinthe model through the specificaticerrof
bou dar co ditons Twa g nerl tpes are incorporated into the model, being f

boudziieGot n -clife aswel astorepresent artificial boundaries tor the model whiU-h
can e ued o mnimze he rea exentof the modeled part. of the aquifer. The

following descriptions of boundary conditions are taken dirrectly trurm Konikow and
Bredehooft (1978).

A constant-flux boundary can be used to represent-. a~qu~ife' Urrderfiow, wiell
withdrawals, or well injection. A finite flux ik dessignated by specifying tho lu rate is a
well discharge or injection rate for the approprik.~te ,nodos. A no de(lw boundary is ra special
case of a constant-flux boundlary The nume~fric-,al procedure msed in the model retouifes
that the area of interest be ý-urroun derd by a no-flow coutndary. Thus tile mnodel will
automatically spec-if' the t.-uter tows and columns ol the finrite-difference grid as no-flow
Uoundaries, No-fluvv boundorie~s cAn also bc olc~ated E.!ewhein inth, grid to simulate
natural limi]ts or harriprs lo, gro-ord-vater flow. No-flow ri n;-rc a!,e desiqnatod by

j etirg he trans nii ssivi (y equal to ateo a-,t appropriLte nuodes, thtervlby precluiding thu -;low
of water or dissolved chemiicals across the bolmdarie'-. of the; cell nontaining mat node,

A constan,'huad ooundary in ýhp n-odal can ,wrE)enert p-.r.,s of tih6 aquifor where
the head wili not change with iimw, such Las rechariji, 1oun!dZ;rie.S Or ares byond the
rrtlu~enco of hydraulic sitressf)w. In this model constant-head 1hot1d.Arrrlsre are Sirnu1-1rlaed b;
adjusting' the leaka:ýqe term ,it thre appropriatle nlodes. 1i his i"' -accm-piijhod by stthuc trioe

icakncocoetorot t a uff icinly hitj valu (uch af 0 s ') 1,o allow IN laD in (he
aquifer at a node' to be Wimplicitly coIMPuteid as a viluc that, is es,;Esrtiatll; equAl lo Ithe
value or H,, vvhiih in this case, would be specified as the dc~;irer1 con-;tant-lread aititide.
The re.sulthng rate oi leakage into or out ojf the designaled constarlthejad culýl would equal
the Ilux reqluired to rrla'irliain the he~ad in tho aquhlor ait the.sPocifiad o uitha
altitudc li Va conritantfILIrX or constant-head boundary rursnsfluid source, Jten t1he
chemical cuncE~ntration in the source fluid nllsýt Wliu hfe sueitGioid. It the boundarv
irepresents a fluid sink, thon the concentration of th 1.rud3rwced fluid w~ill eq~ual the
conce'niration in, Ohe aquifer at ice location of tesink..

the wedel allows the .spricification of a time-varying pumnping srchedile thrc-ugh
the specification of a number of pumrJipig perio--ds. During each ot these periods the
)umnping occurs at a coristonit rate. However, differing pumnpinpi confiqu~raiions may be
specified 'for subs;equent 'Airning peid.For Monte Carlo s-imiulation the mnodel should
hr& run in steady-sta~te mode with only one pumping period specified.

Theinpt dta s oganized by "card 'mages," as fios
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c~ard la. Munte Carl() uard

caý'd 1b. Monte Carlo card 1II....
card -2. Control caid I. ......

card 2a. Control card Ia (optional)
cai d 2. C-ontrol card, 11 ......
r,, ird 3a, Control card Ila (oPtional)

d ata 3. ;t 1 . Observation points . . . .
da0,. sut 2. We! Is. . .......

data s-e t 4. Aquifer thickness .....
d aa oat5.Recharge/discharge .. . ..

data et 6,Nodeidentification matrix.
data so t 7. Instruction for node id's.
data set S. initial head .. .. .. ..
dl;,ia set 9. Initial concentration...

cfita sot 10. Additional pumping pros

The two Monte Carlo) t-ntrol cards are, of course, required only when zhe mnodal
is used in 'Monte, Carlo mo.do..

When the preprocessor for MOO is accessed and the site has not been previcusly
analyzed uJsing this moadel a defaUlt data set may be loaded to guide data input.t If
p--revious analysis has occurred the previously formulated data set will be reloaided,

Details for the input "cards" follow:

CARD 1. TITLE

TITLE: Title ot the probiam and contamninant studied ( to 80 characters)

MONVE CARLO CARLD ';. This card gives a warning for the selection of Monte
Carlo simulations:

'Miarninq t wyil taku hours or even dayst competo the Mncarlo routine

deqpending on how many urUmber of simulations you choosel"

MONTE CARLO CARD 11. Yes/rio option for the selection of using MontE. Carlo

CARD 21. CONTROL CARD 1.

INTIM: WMaxium number of time steps in a pumping period (limit 100).

I 4 2



NPMP: Numbher of pumping periods to be specified.1)

NX: Grid Set-Lip, number of nodes in x-direction.

NY: Number of node,: in y-direction.

NPMAX: Maximnur nuiiiber of particles traced (limit 6400).a

NPNT: Number of time steps betwveen printouts. In the Monte Carlo mode a
printout will ba made after the first run. SubIsequent printouts can be suppressed by
specifying NPNT > NTIM.

NITP: Number of iteration parameters (usually between 4 and 7).

NUMOBS: NUmber of observation points to be specified in a following data set
(maximurn 5),

ITMAX: M&4irnur number of iterations to be used in the ADI ( alternating direction
implicit ) solution procedure of the flow equation ( usually between 100 and 200 ). A
warning will be issuad if this va~ue is~ exceeded without convergence. The authors note
that it may be difficult to obtain a solution using the iterative ADI procedure for cases of
steady-state flow when internal nodes of the grid have zero transmissivity and for cases

)in which the transmissivity is highly ani,;otropic. a 4D

EiRC: Numiber of pumping or injection wells to be specified. (The such well is
allowed per nodo.

NPTPND: Initial rnumber' of nartiAevs per node (allowable values 1,4,5,8,9, or IbY p

Increasing NPTPND doomnrases t~he mnass balance orror, but also substantially increacse
ruqluired CPU time for execution. The usei can examine reported mass balance erroi's
on the output. There will often ha a trade-off betwreeni NPTPND and CELDIS in
determining the accuracy, stability and tiiwe requirements of the solution, depending on
whether or not CF-1_Dl~ is the limaitirig 4Aability criterion. The authors recommend
specifying NPTPND ;--ý 4 oi, 5 for initial modol calibration, then increasing NPTFND to, 9
or 16 for final runs N! en mnaximumn accuracy ,; desired. Higher valiwE~ of NPTFPND may
riot however be practical in Monte Carlo mode, due to length of e.)ecutlori timen~ required.

NOODES: Number of node identification c~udes (maximum 10). Ther'O codes wi~i
be used to specify characteristics of identifiedl nodes in a ater data set.

NPNTMV: Particle mnovernent interval (IMC)V) f:)r printing chemical data (in Monte
Carlo mode enter 0 to suppress pi~inting after the first Monte Carlo run; 99 to print at the
end of each run).

1. 4 3
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NPNTVL: Option for printing computed velocities (0: do not print, 1: print for first
time step, 2: print for aUl time steps).

NPNTD: Option for printing computed dispersion coefficients (0, 1 or 2 - same as

for NPNTVL).

-•,1 NPDELC: Should changes in concentration be printed (1:yes, 0:no).

NPNCHV: Option to write velocity data on unit 7 (0, 1 or 2).

NREACT: Should Retardation and Radioactive Decay be included?

S

CARD 2a. CONTROL CARD la (optioiial). } This card allows the specification of
a subgrid so that solute transpoct may be specified on a smaller grid than calculation of
flow.

MX: X coordinate, within the primary grid, of the UPPER-LEFT node of the S

transport subgrid.

MY: Y coordinate, within the primary grid, of the UPPER LERI node of the
trarnsport subgrid.

* X
MMX: X coordinate of LOWER-RIGHT node of transport subgrid.
MMY: Y coordinate of LOWER-RIGHT node of transport subgrid.

CARD 3. CONTROL CARD II.

PINT: Pumping period, in years. If more than one pumping period is specified data
will be later requested for the subsequent periods.

TOL: Convergence criteria for the ADI iterative solution proceriure (usually within
0.01),

POROS: Effective porosity of the medium, assumed constant throughout the
arquiier.

BETA: Characteristic length (Iongitudina! dispersivity) in fe'et.

S: Storage coefficient (set 0 for steady flow problems).

TIMX: rime increment multiplier for transient flow prublems. Ignored if S --. v

1 44
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TINIT. Size of the initial time in seconds. This is required only for transient flow problems,
and is ignored if S=0.

XDEL: Width of finit,-difference cell in x-direction, in feet. A.

YDEL: Width cf finite-difference cell in y-direction, in feet.

OLTRAT: Ratio of transverse to longitudinal dispersivity. V

CELDIS: Maximum cell distance per particle move (between 0 atid 1). Increasing
CELDIS generally decreases CPU requirements, Effects on mass balance will be problem
dependent, but will not affect the solution in proolems for which CELDýS is not the
limiting stability criterion. Further, if CELDIS is reduced to too small a level oscillations 0
may be found in the initial time period of the solution, particularly if the initial distance
that a particl- can move is less than the spacing between particles (determined by
NPTPND). The authors recommend setting CELDIS to 0.75 or 1.0 for in tial calibration,
then changing CELDIS to 0.50 for final runs.

ANFCTR: Anisotropy factor, ratio of TVY to T•,.

CARD 3a, CON11ROL CARD la (optional).} Required only when decay or
adsorption are inc!uded.

DK: distribution coefficient of the solute, 0 0

RHOB: bulk density of the solid.

THALF: half-life of the solute (in seconds),

DATA SEET 1, OBSERVATION POINTS. I'his data set specifies the location of
observation1 wells at which detailed output will be provided, In Monte Carlo applications
these will be the points at which cumulative concentration frequencies are calculated. For
each observation point the user must enter:

IXOL3S: grid index in x of the obsenration point,

IYOBS: grind index in y of the observation point.

DATA SET 2. WELLS.

Specifias pumping , kid injection wells. For each well, the user must entur:

IX: grid index in x of the well. a

, .1
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IY: grid index in y of the well.

REC pum -ping (>0) or injection (<0) rate of the well, in cubic foeetisec.

C"NRECH: solute concentration of iniected water. Roqu'rod only for injoction wells.

DATA SET 3. 'TRANSMISSIITY (.determinisiic mode only).

ATA SET 4. AQUIFERT'KES

DATA SETS., HE:CHARGE/DISCHARGE,

DATA SET 6. NODE IDENTIFICATIONN MATRIX,

DATA S3ET 8, INITIAL HEADS.

DATrA SET 9. INITIAL CONCENTRATION (daterministio, mode only).

For- oskch W, these Liata sets the use., will first be quet led for the follhwif-g.

INPUT: The pa~aynter is (0: constant, 1: varies in space).

FC FR: Constant vailuo (or rfultiplivation factor) for the paramete'. If INPUT-I the
user will then be quoried for values thrOug~hoult ttla grid. NoTe chat the preprucessor

allwsb~oi~asignen a --'lus to area~s on the t rid. Thi.o procodure is describod in
the on-scr-jen Help available froai the preproc-esso.

DATA SFT 7. INSTRUCTION FOR NODE I.1The NODE' ID's identify speckia
input for the appropriately coded nodes. I or each. of the cuods the u!skr 12. queried tor
the tallowing:

`ODE:coenmr for this node, ID. Code 2 cannot be u;ed here, a~s this is
resa-rvnd for geierat-nd rulea-eso in Mont:e- Carlo applinations,

FPC I P1: ;eakanco at the~ n,6 n<dra.

IF1 CRT rv12: co-erati on & the coe oded.oc-.

U:NR~r 'SO *. /F RD -0 to pre&se~v/o vaucf REHsrc!6Ni-e in Data Set 5.

F7IA I~.DihTlGNA1, PU~~fN! P1-R'KF0CI)9S I.1f m ' K-40(r? P umig
pericid ;is ;~ibn thr3 i~ollowino at nirrýAt bh E;ntea-.'d for eafuh additionai IpUm~ping
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period. (See above, Card image 2, for more detailed discussion of thSe variables).

ICHK: Should data be revised for this period(l:yes, 0:no).

NTIM: Maximum number of time steps in the pumnping period (limit 100).

NPNT: Number of time steps between printouts.

'INITP: Number ot iteration parameters (usually between 4 and 7).

ITMAX: Number of iterations in ADIP (usually between 100 and 200).

r 41 NREC: Number of pumping or injection wells to be specified.

NPNTMV: Particle movement interval (IMOV) for printing chemical data (enter 0
for printing at the end of the simulation).

NPNTVL: Option for printing computed velocities(0: do not print, 1: print for first
timne step, 2: print fof all time 3teps).

* aoveNPNTD: Option for printing roniputed dispersion coefficients (0, 1 oi 2 - same ;.As

NPDEC: Soul ch'yusin concentration be printed? (!:yes, 0:no).

2`1 NPNCHV: Option to wr!Le velocity data on unit 7 (0, 1 or 2).

PINT: Leigth of pumping period in years,

iIMX: Time incremnent multiplier for transient flow problems,
TINIT: Size of initial timne iii seconds for transiefit flow pr:,)biemis.

10. Random-Walk Sculute Transpoil Mo-del

This program prrvides simulation.- nf a largce claý,s of (grounrlwa-ter soluto
transpcrt problem including the, convection. dis;persion, --nil cherviical roacticlw;. !h
solutions for groundwater flow include a finite-differerice forrnuietiOi. T1he sojule !rflfl;l)Qr(
ponton ofý the code is based on a particle-ln-ai coil Icciinique foi the rcOnvocilive
mnechanisms, arnd a randarn-wall• technique foiý the disptersion effect,3.



TFhe code can simulate one- oi, two-dimensional unsteady/steady flwproblems
in heteroqcno-ous aquife~rS undicer waiter- table ad/or artesian or-leaky aile-sian conditions.

Furthermore thils program covers tirni-verying pumpage or injection by wells, natural or
-iitficis rchargo, the flow relatiotnships of water exchange between surface waters and
the grouindwater rescervoir, the process of groundwater evapotranspiration, the
mnechanism of possible conversion of storage coafficients from artesian to water table
conditions, and the flow fi-om spring~s.

In addition, the program allows specification of chemical constituent
.oncer;,ntrations of any segment of the model including, but not limited to, injection of

wo, ~contamninat-ed water bywells, vertically averaged salt-water fronts, leachate fraom landfill,
leakage frorm *veilyinq soui'ce beds of differing quality than the aquifer, and surface
water sources suchf, vs corntaininated lakes and streams. The program docunmentation a
can be found i the foilowing report: Prickett, T. A.,T.G. Naymik, and C,G. Connquist,
1981, A "Randlom-Walk' solute transport model for selected groundwater quality
evaluations, B~ulletin 65, Illinois State W~ater Survey, Champaign, Illinois, 103 pages.

Thu, limitations af RANDOM WALK are:

(1) A.'*- with MOC, concentrations greater than initial conditions are possible,
especially whan coarse discretizing is used.

()The method may take an unusually large number of particles to produce an* *
ac--eptable solution for some problems (a maximium of 5,000 particles )

(3) Engineering judgment is an absolute requirement in arriving at an acceptable
5coluiion. This is because of the "lumnpy" character (if the output. Therniore, experience
with this technique is neeudnd before one can apply the code succeSSfully to a fildd
Situation.

An window-dtiven preprocessor, PREWALK, i,-. inlludedl with the programn to
facilitate user friendly data entry and editing.

111. MOOFLOW groundwater flow modelIMODI-LOW is a three-dlimensional finiite difference grounld-water flowA m-odol.
It has a modular struc.tnire tlrdt qilows ifto be easily modified. Many new. crupabilities a
have been added to the original modt4. This version includlos all the major capahilities
that were documented as of January, 1992.

In MODFLOW, groundwater flow within the aquitfe is SimTIrLIated Using a
block-centered linite-differonce approach. Layers can b0e SiHiiulated as coni~incd,
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uri j a i~ or a. conmbinati.on of confined and u .ncornf red. Flow fromn external stresses,
si ~ uch e.s flow to wells, &coal recharge, evnpotrans4piration, flow to drains, :.nd flovw, throughriverbeds, can also be simulated. Tic flnite~differen-e equations can be solved usinlg
either the Strongly Implicit Prcc~enur,: Of~ Slice(-Successivc Overlaxation. 'The cornputer
prograin ,v ritten in a modular form it corsi~sts of. a rnaiil prcogran and a serics of
highly independent' subroutinies called mrodules.' The modules Fro grouped into.
"packages." Eauh, j ckaqe deals with a 3pecific fealuie of the hydrolog;c system which
is to be( simulated'. rhis version of MAODFLOVJ includes 'the following packages:

BAS1 Basic P~ackage
l3CF2 Version 2 of Block Centered Flow Package
RIV1 River Packago
ORNi - Drain Package
WEIA - Well Packaae:
GHB1 General Head Boundary Package
ROCI - Recharge Packagu
Evrl Evapotralnspiration Package
SIP1 Strongjly Implicit Proe:edure Packagye
SORI - Slice Successive Over-Relaxation P-Eck'a'c
LITLi U-ttility Package
PICG2 -Version ? of H ecan( itioned CorIIuaaI,__t-c GC'raclicr Packac f,
STRi * Stream Packagie
1851 -Interbud Storage Package
C'HDl Time-Variant Specfied-Head Package
GFDl - General Finite Differenl..:e Flow Package,

The basic model is dlocumncntcýd in: McDonald, M.G. and Harbauuh, AW.V, P988,
A mocdu~lar three-dirrien-sion~aI finite-differenco (lrourid-waiter flow riadol: U.S. Geological
Survey TechniqueS of Waier-Resources lnvestigatiowu- Book 0, ChaJioý Al, 586 pagco;.'
The PCG2 Package is documented in: Hill, M C.. -i 0,0. P~racond'Iloned
conjugate-gradient 2 (PCG2), a comipu~ter piogiam for sokviruq ground-wate~r flow
eqluation~s: U.S. Gieological Survey Waiff R eSOume(..s lnvestilgaiinn3 flepcrAI 'ziO-4048, 43

paes Theý SIRi Package is dlocumented in: FPrudic, DL., "-109. Documentation of
LI computer program to sirnulal.e !-treaM-Laq!iferrtlaicn Ining a modular,
finite-difference, ground-water flow model: (.J,F. GelgclSurvey' Opeiii-File Heport
8f3-729, 113 p. The 1881 and CHDl Packages are dJOý.lTcumeed, in: L~cake, S.A. and
Prudic, 1) E., 1988, Documeuntation of a comnputer niofrarrl to SiiuI.lait-11 aquifer systeml
compaction using the r-nodu.!ar finite,-diffrwettnce- qioulnd-water fow modelA. 'USb Geological
StirveY Open-File Report 88-482, 80 payes. The GFDI Pafclaq-. iL doý,ujmontnd in:
Harbaugh, A.W., 1992. A generalized Iinite-diifcrerice formuL110tior lC ihOU.. 60eoloGicll
Suivey modular three-dimensionail fi,-ito dfilturerice g'ourriwaW, fmw niudul. UJ.S.
Geological Survey Open-File Repoil 91 -494, 60)' pa('es. Sre _ P ackwie is
dJocumented in: McDon~ald, M.G., Hlarbaiugh, A W., Uri-R. adk~ , D J., 1992,
A method of coniverting rio-flow coill- !c, 'ariaale*-head, -cells for t'U 0 Cegloqical
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Survey modular finite-difference ground-water flow model: U.S. Geological Suvey
Open-File Report 91 -5,36, 99 pages.

The'• Main program has been modified to include all the packages. The IUNIT

- assignments for packages not in the original model are:6', I
BCF-- IUNlT(1) same IUNIT as used for BCFI because l0F2 replaces BCF1.
P C. ljNIl(13), G FD1- IUNIT(14),, STR1 -- IUNIT(18), IBS1 - IUNIT( 9,,
CHD1 -- iUN!T(20).

-. The input unit for the Basic package is unit 5. which is defined by the assignment
of variable INBAS in the MAIN program.

The X array i,' dimensioned to 350,000. This is large enough for a model havinigA approximateiy 20,000 cells.

r:The approximations appiied to the flow equatio0n o simulate the effects of a water
lable (water-table transmrissivity calculation, vrtical leakage correction, and
confine la/unconfirrea storage convers;on) wee developed using the co. ncsptualization' ot

a-layeredqufe: sy,-n in Ywhich each aqui.fer is simulated by one model lave: an,,S."
tho.e aquifer layers are separa&ed by d-sinct confining units. If one attempts to usu the

7wnter-table rn sm-issi vity calcuk-tion in the situation where several moon ci lavers are
.,tr-a l tta s 11:

"simulting the same aquifer and the water table is expected to traverse more than one
layer, problems with cells incorrectly corivstirng to no flow may occur. Because the

v;onversion to no flow is irravessible, only declines in the water table can be sirnulated.
Vertical conductalnce is left constant until a cell converts to no flow, and then is set. to
ý;zero. This assumes there zs a confining layer, which dominates velicai flow, below theA- model water-table yer. in particular. the ,hosel program may have difficulty handlingmultilayer simulation of a sirqlle aquifer in which a well caur.es drawdown below !ho

top inodel layer. The solver may amtenpt to convert cells to no flow cells sooner than it
should. This could cause, the simulaition to degenerate.

k\ sheli irouram is Provides lor c:xecutinr the program. The foliowing files are tor
""the exarriple obtained from the orlginal drc-umentation:

"twri.5 BAC! Packag,.e.. input
twri.1 1 LCF2 Package input
tw'rl 12 A' EL 1 pa)c k aGL input
,\w!in.13 DRN1 Package inpul

-,:;# twrA ... !B. R',H, Pasl-m, qc',.•.,.:•, ... inputU

.... 9 IPi1 Package ;nput

!2i
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12, SUTRA

SUTR\,, (Saturatý, -Unsaturaied Transpoort) is a computer programn which
simulates fluid movemant and tranrsport of either enargy or dissolved -.u.bstances in a
sulx;Lurfa:e environment. ThE mod.l emnploys a two-dlimensional hybr'id finit~e-elemnent and

itcrTO-finite-diff,-,Erren,,c- ie~od to approximate the govo rning equations that describe
the ovo interdapendent p :S that are sirrlulated:

(1) Ilid density-depenider satur-ated or unsaturated gcUnd-weaierfiow, and either

(2a)tranpor 01 soute iri the ground water, in which the; solute may be subject
tequilibriumr adsoroption on the, porous mnotrix, and both first-order and zero-order

production or dec;ay,.

(2b) transport of thermal Pne~q i' h ground waler anid solid mtxo h

aquifler,

SUITRA may be, acmploye-d in one- oi twvo-dimensional analyses. Flyw and
transport simulation wybe elther siteady- state- which requires only a single solution step.
or transiýent which requilres a ~rrsof time step in the numerical solution. Single-step
steady-state so'utions; arL sai. not appropriaie for rion-linear problems wit:-i variable
density, saturation, -Jiscosity and non-linear somption.

SUITmA flow simulatilon may be emnployed for area! and cross- suctional modeling
of saturated. -w*iundwater flow systems, arnd unsaturated zone flow. Some- aquifer tests

-~ inay be anialyzed w~ith flow simulation. S"UTRA solute iransport s;imulation may he
employed to model natural or man-induced chemnical species transpoft indluoing
processes of solute sorption, production and decay. 31-1 1 sim ulaior-i may be, used to
an-alyze ground-water contaminant transpcil oroblems and aq~ihter restcrration designs.
suTrRA solute transport simulution ma" also be6 useýd for modeling of variable density
IF lachate *nov-ernnt, and for ciocs-sectiona' m~odeling of salt-water intrusion ini aquifer[S

abohnear-wall or regional scales with Either da~pejrsed or raaiv-diiharp trarsition
7.nes between fre-sh and salt water. SIJ FRA energy transport simulation may lue. ýplyed to model thermal regimes in qies tbuic ha odciq qie

thermal energy sloirage system., geothermnal rcservoirs, thermal pollution ol aquifers, arid

-at!a hydrogeologic convection system.

SUYTRA will provide clear, aiccurate Lanswers only to well posed, well-defined, and
well-cliscretized simulation problems, in leSs-well-defined yte',SUJTRA SimulJat ionr c~an
help iisualize a conceptUa; model of the flow and transport a.egime-, arid can- aid in
decidling betvween va,?roj:ou conceptual models.. In such less-wel!-defined systems,

.iu5to ca epaserqetossch as iIs the (inaccessible.) aquifer boun~dary
which is (probably: ten kilometers offshore ei,'her leaKy Or imnperm-eable? How le-aky?

Slo~es this boundary Ax"fect ihe primary a-lalysis of onshore waier supply?

W"7,V0101 O
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SUTRA is not useful for making exact prediction of future responses of the typical
hydrologic systems which are not well defined. Rather, SUTRA is useful for hypothesis X
testing and for helping to understand tht' physics of such a system. On the other hand,
developing an understanding of a system based on simulation analysis can help make
a set of worthwhile predictions which are predicated on uncertainty of both the physical
model design and model parameter vaiues In particular, transport simulation which
relies on large amounts of dispersion musl be considered an uncertain basis for
prediction, because of the highly idealized description inherent in the SUTRA dispersion
process. A simulation-based prediction made with certainty is often inappropriate,
and an "if-then" prediction is more realistic. In some cases, the available real data on a
system may be so poor that a simulation using SUTRA is so ambiguously defined that
no prediction at all can be made. In this instance, the simulation may be used to
advantage in visualizing possible regimes of system behavior rather than to determine
which is accurate.

In this UNIX version, a preprocessor for SUTRA has been developed. The
preprocessc;r automatically generates input data files and a simulation units assignment
file called 'SUIRA.FL needed for running SUTRA. There are five set of files in this
package:

(1) preprcuessor of SUTRA (presutra.f);
(2) SUTRA main routines ( main.f)'
(3) 24 SUTRA subroutines contained in tree files: (a) USUBS.FOR, with two user-

programmable routines, and (b) SUBS1.FOR and SUBS2.FOR with all the other S
subroutines;

(4) two mesh data generation routines (mgenrec.f and mgenrad.f);
(5) one routine for calculation of hydrostatic pressure dataset as specified pressure

boundaries (pbcgen.f).

Reference materials for the original releases of these codes are.

Voss. Clifford I., 'A finite-element simulation model for •aturated .uEsaturated
fluid-density-dependent groundwater flow with energy transport or chemica!lv reactive
single-species solute transport', U.S. Geological survey, Water-Res.ources investigations
Report 84-4369, 1984.

13. Optim: Optimization of Remediation Design Program

This program provides an optimization design of pump-andtreat
Renediation scheme, including the optimal well locations, pumping rates, and cost
analysis. First of all, the main program extracts aquifer flow and contaminant
characteristics from files creatad by running MOC for a present day model of the

} • j :.;
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groundwater contamination. The user is asked to enter the minimum acceptable
contaminant concentration in order that a contaminant plume may be defined. In 0
addition, the user enters the location of an observation well and a time frame for the
Remediation effort. The observation well may be a domestic well or other point of
contaminant level concern. The user may choose to locate the pumping well(s) manually
or automatically, The user may choose any number of different remediation schemes
to be considered arid, if the manual location option is chosen, the number of wells in
each scheme. If the user chooses to have the wells automatically located, a choice is &
made between an areal or a hydraulic barrier remediation approach. Following the
location of the wells, the pumping rates are assigned, either manually or automatically,
to each well. The cost of each remediation scheme is calculated. Finally, for each
remediation s'iheme, the location of the wells, pumping rates, radii of influence, and cost
are pia nited. Figure 56 shows an example contaminant plume and Figure 57 presents the 0
areal control optimal pumping well locations calculated from Optim.

CONCENATRATION CONTOUR

obtained ;rom PIOC_
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This program gives the following information concerning remediation strategy:

a. Well locations •

YS

Ther are two options; an lreal remediation scheme and a hydraulc bp ricr

rremediation scheme. If the areal remediation scheme is chosen. the X coordinates of
the wells are assigned by the following equation:

X() M•rx I Diia:X (21 1) (2)

where X is the x coordinate of well j, i is the numbt r of wells in the remediation schenie,

in the0rS diat U
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jMinX is the minimum x coordinate- of the contam;nent plume, and DimX is the mnaximlum 0
dimension of the plume in the x direction, -fhi above equation locates the wells r,
equidistant over the lengti o,- the plumne in he x direction. The Y coordinates of the wells
are assigned by finding the dimre~ision of the plume in the j direction at X&) The well
is then located in the center of th- y rplurne dimension at the x coordinate of the well.

If the hydraulic barrier romrrcdi~alion scheni'q is chosen, the wells are located in a
line such that they creato a hydraoic wiall toward which the contaminants flow. The wells
extend perpendicular to the primary direction of Pf)w between the contaminant plUmne
minimum and maximum points in the direction parallel to flow, The equation for' locating
wells given tlow in the +x direction is as follo)ws:

X(~v m'axxY k L7Y (6
2/

Y ( f } iY (2j 1) (27)
2 i 10

where M~axX is the rnawirrum x coordinate of the contaminant plume and DimY is the

maximum dimension of the plum-e in the y direction.

(2) RLIMPirig rates *
Pumping rates Fire chosen manu~ally by the user or M7lcuiated ai tninati -.Lily bv

the prolgram for ea,.h wel! baspJ or) a raidius of irrilueria. For automatic calculation -f
pumping rates, the desiredl radius of influence 'waz- aISSUmTe.d to be ona-half of the
distance to the close!i wvel'. The MCC model r-nakes thri following assurnption base-,d on s
Fntorage coefficient, S. about whethur an aquifer is confined or noire(nicw
1976):

if S < 0.005 then asSUre 0 b -i0t -0 = > confin~ed aquifeir

it S > =0.005 then a-W:surre 0 b /0 t h / 0 t i unconfined aiquifer

The following if the equilibriumn pLUImpling rate equption fro a confined aquifor (IDeMarsily,
1986):

In (R Iv) (28)

where T is tho. VrAnsrni~ssvity, H is the hydraulic head prior to puroping, n is, .the h'idraulic
head in thtL vicinity of the 'Nell borehole, R is the radiuAs Of influence j') the vieli, and r is
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the radius of the borehole. The equiliibrium cqu~ation for an unconfined aquifer is
calculated as: X

62Q rK(X (29)
In? (Rr)

"7ýfj I where K is the hydraulic conductivity (T=.K b). Sixty-seven percent drawdown is the
maximium economical weil operation since appr'oximateiy 90 percent of a we,-lls yield is
achieved at 67 percent drawdown (Driscoll, 1986). Howevetr, the drawdowyr, may very with
the radius of influence, an approximate way of calculating pumping ralIes with~out
knowing the drawclown and influence radius is through the desired Darcy velocity along
the boundary of influence r-adius:

Q 2 rTRbv k3O)

wherc R is the influence radius, b is the depth of aquifer, v is the flow velocity along Ulhe
edge of the influence circle.

(3) Cost analysis
.41 The cost of drillring is, estimated to be 20 per vertical linear foot (Waier, 1992) Thi

cost o-i pumps is related to the horsepower of the pumnp. For each well, the horsepower
of the pumnp is calculated based an the total dynamic head, pump efficiency, and the
jumnp no raie (Dri~sholl, 1986). The total dynamic head is assumed as the depth from

the surface ir. the center or the saturated thickness of the aquifer. The Pump efficiency
it; assume~d to be 65 percent.a

pri Since the program is basced on the Thiern (equilibrium) equation, it cannot be
applicable oxcept within reasorable distarirnes of a well. In another word, steady r'rrdial

44 f~rw to a welis only achieved near the well whiere the hydraulic conductivities are.
on -e~.Therefore, it is ýess accurate when applied to a case where large amount

ofco.-tarninant exists anid a very high pumnp rak- is needed. Bear this in mind, the user
should consider this proramjrir as a tool Of VISLial1izing the possible remediation schem'es

-ther I in obtaining sorne precise feattures of pump-and-treat sy-stemn.

KThis mnodel is decigned as, an in'teractive program, the user has to input the data
uor each promý-pt ask Fiizi Lci all, thiEi program oeeod, ine following data produced frorn
running MOC

var~dat, trans,.daý, thck.dat, conc.dat

000 0 lip0* a



•'4 Besides that, the following data are needed:

1. The maximum concentration level of contaminant, MCL.
2. The desired location of observation well.
3. The remediation time frame (years).
4. The pumping well locations (if want to choose manual!y).
5. The number of iemediatlon schemes.
6. Select areal rernediation scheme or hydraulic barrier scheme,
7. The maximum pumping ratq (gpm).
8. The diameter of pumping wells (inch).
9. The radii of influence or pumping rate (if want to choose manually).S10, The groundwater flow along the edge of the iniluence circle.
i i'. The depth to the oquifer.

14. Relibld2
m

This program demonstrates the usefulness of the FOSM method tar
eva!uating the reliability of specific groundwater contaminant remediation scenarios, a
one-.dimensional advection-diffusion example for nonreactive dissolved constituents in
saturated, homogeneous, isotropic media under steady.state, uniform flow is presented.
Mathematically, one-aimensional transient groundwater pollutant transport is defined as: 0

D C v C 0C (31)S•X2 O;X 0t (1

and subiect to the boundary conditions

C(x,O) =0, x'-O0
O ( 0, t ) .C . t 0
C( cc, t) 0, t-O 0

The analytical solution of Equation (31) can bn obtained by using the Laplace
transformation or other mathematical methods, it is in the form

4 p
2, 2Dt) ~X(*~ iL£~- DLt

where C0 , C and x represent source concentration, the contarninant concentration at

]•//
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time t and the distance downstream from the sources, respectively. The velocity, v of

the gmoundwater is described using Darcy's formula ( v = k i, where k represents 39)

hydrraulic conductivity, and i the hydraulic gradient), D represents the longitudinal -
dispersion coefficient, as a function of the dispersivity within the groundwater media (D
- , a, where "a" represents the dispersivity). The dispersivity is assumed to follow a
normal distribution and the hydraui~c conductivity follows a lognormal distribution. The
Taylor expansion of the contaminant concentration, C, with respect to the mean of the
dispersivity and the natural log of hydraulic conductivity is defined as: 0

C p D C DC)C C (t',,) ' a (a ' [ in (k) ( in (k) plt (k) )

,ý C (jj p 2 1 CI ( A) .S(a 2 2 ( O2err 3) (33)

Ignoring the higher-order terms, the approximate mean arid variance of the contaminant
concentration, C, are defined with respect to the probabilistic model parameters..

In the case where both hyd.aulic conductivity ,nd dip•;rsivity are modeled as
random variable, the mean and variance of the contarminant con:.entramion is defined &s, 0

..-C ( (.,, Y ,, , ) (34)

and

Var (ca) ) WVart() Var" (k t ) n 35)

For both cases, the partial derivatives 0 C /0 a and 0 C /0 jin(k)] are defined as:

1y
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It is important to note that, both 0 C / 0 tln(k)] and 0 C /0 a are evaluated at the mean

values of a and In (k).

The estimation of the mean and variance value of concentration using Monte Carlo 3

simulation is also presented in the program to compare it with FOSM method. This

rc.-gram considers one-dimensional flow only. It evaluates the uncorta~nty of contaminant

ccncentration under two major uncertain model parameters, hydraulic conductivity and

dispersivity. However, it can be implemented into cases with more than two parameters

using the same approach as presented above.

The information required by this program includes:

(1) The value of initial concentration.
1(2) The magnitude of hydraulic ,radient,
(3) The contaminant release time (day).
(4) The down-gradient of the source (m).

(5) Number of Monte Carlo simulations.
(6) Mean and standard deviation of conductivity (m / day)

(7) Mean and standard deviation of di'persivity (m).

I Y)
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A reliablity coniiour is constructed in this program using the same method
mentioned in the previous section. There are three different reliability contours that can
be obtained: time-distance related reliability contour, the distance-MCL (Maximum
Concentration Level) related reliability coitour, and the time-MCL related reliability
contour. The user can choose eithei one of these three options.

The limitations of Relibld are the same as in previous scction.

The data needed for this program am:

(1) The value of hydraulic gradient,
(2) The value of initial concentration.
(3) Type of reliability contour, there are three options:

a. Distance-Time contour with Nixed MCL,
b. Distanc-MCL contour with fixed Time,
c. l'ime-MCL contour with fixed Distance.

• 0
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SECTION V

OPERATING SYSTEM CONSIDERATIONS

A. THE DOS ENVIRONMENT

Instructions ,W.ated tolthe Installation of botlh +11e DOS and UNIX versions of the
software are presented in Section 11, as well as a discussion ot tihe basic features of the
txwor operating systerns as they relate to such installation. Other technical programm-ing
considerations are presented in this section.

1. DOS AND 1 HE PRSONAL4COMPUTER ENVIRONMENT

This section provides iechnical ocsrelative: to the method of programrninqj.
These notes are intended to be sufficiently detailed so that anr experienced programmer
would be able to readily extend, modify or adapt the systemn.

Recent advancos in the. power and aiiordab'ility of the paesonal.-conrputer (PC)
have revolutionized the Practice of pollutant transport modeling. Nlow, all but the most
complex groundwpter models can be run on personal computers and laptops (withP
expanded memory), freeing the user from reliance on mainframe comnputers. This
increases the potential portability and availability of mrodeling &ystemrs, and tho current
system is designed with these goals in mind.

For maximum poilability, the Advisory System is designed to run on personal
computers that use the MS-DOS standard. DOS (Disk Operating System) is the
command system which controls operations for the vast mrajority of thase typoes of
computers. The software has been tested up to MS-DOS Versioni 6.2 orr IBM, Dell,
Compaq and Toshiba computers with ";'88DX, 48633X, '48'11X2 and Pentium chips, arid
up to 66 MHz clock speed. The system) biould he fully opperdtional 0n, any syvstemn that
uses a DOS version 6.0 or higher with at lieast 4Mt3 of RAM (although B.M. are
recommended for the more complex ,ioachastir. J;mulatjc~rs). The developers have
endeavored to design the Systemn, as i-ar as pos,'sible, to run on any brand of parson-Al
computer that operates under DOS, giveri sufticient available m-ernory arid the presence
of a fixed disk drive. As noted, a mathi coor-,oco-ssor is, essential, as well as expanded
rn emory.

A schematic of PC memnory is pfe~o~nricd in '.:'Igore -98. Conventional roeniaory
starts at OK and normally ends at 64(K Iwhbere m-ost DOS programis run). I.,i fact, most
DOS programs until recently ran 0i re.Ai mad~e, vdih ;acces-,s aorly to the first megabyte
(MB) of rnemmory addresses (0-10,24K). ijope! rrremorys!aris at theý cnd of conventional

* 9



memory and ends at 1024K. Upper memory is set aside for system ROM (Read-Only-
Memory), video RAM (Random-Access.-Memory), and BIOS (Basic Input Output System).
Extended memory is the memory addressed above 1024K (used by programs operating
in protected mode, such as Microsoft Windows). High memory area (HMA) is the first
64K of extended memory. With the newer DOS versions, part of the DOS operating
system can be loaded in HMA. Expanded memory (EMS) is memory outside the first
megabyte of PC memory that an expanded memory manager (e.g., EMM or QEMM) can
cause to appear within the first MB in 16K units called pages.

Ikxtcndcd ]•

:Memory

I IMA 64 K
1 M3 1 xpandcd

SYSTIIEM I1{0 )S Memory

384 K

VII1I8') RAM FMS

4() K

liv ft,,r io a
1,4'. C I n ry

6~40 K

i K

Both DOS and availabuiity of RAM meinory inmi thu, size of executable fil.s to be
used in the Sy,,tem. Because of this limitation, the Sstem is designed in a modular
fashion, and consists of many separate execflnble segments which are linked at the
DOS command level through tile use of bot(;h files. The design of the Advisory System
will be discussed in some detail in tn2 hollowiru section.

2. MODULAR DESIGN CF THE ADVISORY SYSTEM

The computer-based work.;tation provides mathematical modeling capabilities to
simulate flow and contaminant mass transpori at a site. The systrm assists in the

(2i'
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selection of the most appropriate predictioni rnodel. It aloe performs risk assessment.
accounting for natural and pararneier uncertainty in the predictions, arid selects an
appropriate remediation method and remedial strategy.

The file ainagersent structure of the system was created to maintain good
communica.tiorn aifona the different modules. The main idea of the design is to preserve
a single integrated pac'!-;age. The menu and utility prograris link modular programs and
data files. Through rrmodular deý•ign, each transport model includes three mitn
components: the pr',rocessor, the main code, and the postprocessor. The us-er can
prepare the data sei arid run the traansport model in the shell program. Ili a complete
simulation, both inlput and output files are created and stored under separate
subdirectires. Ihese subdirocties are named as DAT and OUT.

Fcr complicated groundwater models, for example., USGS MODFLOW and SU-; RA,
several in1put files may be necessary. Therefore, a subdirectory is created for each
package to maintain integrity and flexibility, in the subdirectory, a shell program is used
to control the model execution and store the data files.

User interfaces are creuated as a bridge between the user and the contamrinant
transport models. These interfaces are easy to learn, flexible to use, and clear to
manage. These interfaces can be roughly divided into two paris. One is the shlcli
program, which is a menu-driven interface controlled with a mouse fcr making seiectionts.
The other is the model preprocessor which is flexible in the moditication i inoput data.
There are sevetal functions included in the shell program: (1) to get help files for
instruction; (2) to start the preprocessor program; (3) to run the main transport codc: (3)
to use graphics packages for model outpul and (4) to manage the input and output files."-The preprocessor program is desiqned as an efficient tool for prel.xaratiorn •und
modification of the model data. It is sbmple and requires less time to learn. The major
objective of the preprocessor is to provide the user an easy-to-usC moidelir g
environment, and to assist the user in prepiiaring the input data.

For visualization of model resuts, graphics packages ware written specifically tor
the component models in the system. Modeling results, such as breakthrouuh .urves
and cur•nOative distribution curves of concentration, are ipl.liecd on the screen for
interpretation, or printed directly to hardware devices. The advaniages oat graphircal
display are obvious.

The total size of the files required in the system is now approaching 12 wililoi
bytes. For the System tn be)e operational in a personal-computer environrment, o cl' ,
portion of the system can be loaded into memory at any giveni tine. The Advis,)oy
System has been designed to overcome this limitation, while still preservinyg thei
:ippuarance and "flow" of a single, integrated package. This is done throu.).qi mcdulli'
design. Only one executable module of the system is loaded at any .eri lme. The
current module is linked to the whole system through DOS batch files, while a I patial
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fiostruc-,ture ic, maintained for communication.

T1he indiviriual executable files required in runt ia the system are li, ied together S
,k ki~~t thc- DOS lev!el t'nrouah batch fil~es. The linkage at this level reasJirEs mainteniance of

a secalfil sstmwhich will ho de-icribed below Reunngfo any takrnr owh
DOS hiethe sysýtem is running is bjasically invisible tL, the user. The user is presented
with a menu of options, distinguished by lettsrs or brief namnes. rSelectilon of COWc of thfese
options resultIs 0n Me executionof batch tile, whit in tur ilcalteprpae
executable files in their proper sequence. in each of those procedo reas a, tile called

MODL..BAT is written by the procedurein codnewt h srscocst xc
fits. aseleciead transport mcduel.

As noted aibove, the systen wltuallv o"lj.gt a c number of independent
executabl-le modules, lOnked at thle DOS commnan'd level, To make these function Lis a

whol, cmmurcaioas requirod batweeiý I;),- various. ,cnsti!tuent inodiuK This is
accomplished thl'ouch" Maintenance of a speorni fIle- sltructureý. In, the course of a run oi
'he s~ySiem (analyzing a uiryqle site), three NiOe, Will be iuscd: onie specOifc to the run aind
two specxinc to the site. These' are fEM!PDM1-', jswu I !hA- and~ {siW yl.Cw1.", Whore A sitkarl}
is the cod'e des.ignation otfltri siteý. Al! three files will ') re-,w or located and updated
'upon entering thie system, and must be presruct tor the,,, jystemn to, onerote.

TEMPOMP isý a briet, direct a-co ih LFiOL<aO FORM '2 'FORIMATTED') whic,,h
keeps, track of the run nor anatlysis. arid informis thre moduules of the systemn of tie* *
site-specific nansof the othurtw files. The 'sitirfly DircAtTrL_3.I

parame~ter vD)lu3S '4010 3each' m r-s un so flat t'uy can be reboa),de'J For future
appictions on tilO same site. For svme c.anplxtaes such acs PODELOW, the crLout

riles arc sitored in a sei~nrte su:Ihd' ectnry for rovtne lMi fs:tid}.CUT files3 arc
o! dini-ary. seýquentail a:ccess files; .vvivch urnord theq rslsOf ilaalyse r;, a~ itu

3File Linkage il'idi'

in oirder t) avoid imill on siLo of the eweciutzb& tile th ytrl5cmoe f
a~~~~~~ -i f~ ubro cai vcube~ls Thes tin z wo: ay be c~omiposed af i tar iraer

at obiect files; ear-h repro' enurg a, souiie He bi- Mod;itCii'lns to the ewxisting parts of the
ScYStoYý may t1hus rE(j;q1e ' rodlica~ior of thoses source; fEs. whirl m rust then h
3- rc-rr - lmled arvid kilked. iicnFite writ~ten in svrlpro-gram-ming langulages.

Tho hUk, o~f tI~e tF swern 'p programimed in FORT'RAIN, usi~riq both real mode art S
4puo!-)tecto Mode iexpodk rtemory) vo.rsions of tihe. Qoanoinerz, b~oth 16-bit atid 32 bil

"verSi ons1. ;,m. ry of these FU IR mAN codes arc flnked! to C" coude for grapkicis ourpoens
Alhhouch nividIVC1l1 rModule~s may be re' com~Tpiled for owecutionl with o'r wiihcut 'iu cf t tro

rlncopro~esnoros, all roxecutable files requiring extens"ivn ouenlua ofperae 'us are
or )s'ri itlv compilecd in faike advýardage rif the inr elasud' sped of tnco mnathi co-pro cosmrc'
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Several Nles are currently written rn lurbc PASCAL. and must be compiled usnig Mhe
LIfte PASCAL compiler, configured as appropriate to the graphics hardware pre-senm,

Compilinig these riles requires ibe presence of the Turbo PASCAL con piler. Makýe ilies0
an source fi~es are 1VEed below fuor cornponent models. The PASCAL files and system
utility files are ýistc',d iný Tables 6 and 7.

Make files and sourco fl~es.A ~1. ODASTS
ODAST MAK CO-AST FOR CPU- TiME.FOR
ODASFP.EXE ODASYTPOR

2. TOAST1
TOASI MAK = F4.STFOR *CPUTIME.FOR9

3. PLUM2D
PLUiM2DMAK =PL.UM'DFO + PLUM2D2.FOR + RAN.FOR + ANSI.FOR,
FXYPLTI' MAK FXYPLTI.FCR + MASK2.FOR + PLOTFOR

4. DUJF.VG
WADUPVC.MAK~ = FUPVG7-.FOF{ 'r, CPUI IMEFOR

-3. PAG'IN
LPAGW,.M'fAK -ý PAGWV1.FOR EFAGW2.FOR + PARAMFOR +*

tA .5CR L AMNFOR -,' ATFO-R
SFP.YI.A SFPLOT.FOR
CUNMF-lEXE C- QjJ14rqIIflq

G EPRASE
LPASF.MAK EPASF1.FOR 4I- ERAS' 2.FOR + EPASFO FO'-R -rPASFI FOR

rSCRNC.FOFI -,n- RAN.FO107 AFTTFOR

LHIRD.EXE -- IL11U.FC)R

8 R ESISOQ
riltZ¾Q. EX rEc9:':-S'- R

1:VLLINElXE =FLWU~N.FOR1

PHEOCAAK PIALMOOFOR t ANSLSOR± +U3MPCFIL-FOR MV O

l~k F -- OCý-,,ý!.FR PH!--),; IR VEOTOR+ MVF.OR

OUTF i.P'I,
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!0. RANDON' WAALK
P~rN-DWLK.MAK -7PHWL-A(AS.OR + WLKFL.AS.FOR + FOOLS.FOR
RINDWL.K MAI(- RiND\LK. FUR + RWALK2.FOR

11. MODFLOW A

PREN.4OD EXE PHREEN1OD. FOR -4- PREMOD.INO
MAIN! EXF = MAINN1AFOR i-BAS-1.OR + BCF2.FOR + CHD1.FOR +

DRNI.FOR -i EVTI1 FOR, + 'k^3FD1.F0R + GHB1,FCR -: IBSi FOR +
PCG?.F(OR 4- H ql-.FOR -i RIVI1FOR + STR1FOR + SiPi FOR+
ISO-OiFOR + Ur1FRWE.1.1FO9

12. SUFrRA
SUTRA.EXE: MNAIN.FOR. + USUOSBSFOR + SUBS1iFOR + SUBS2.FOR

13. BIOPPLUMtE I1
DRIVER.EXE =;DRiVE.R.FOR 4- CL91SCR.'1F0R + BIOP.FOR i- VELO.FOR +

GENPT.FOR + MO\/.FOR +CINCON.FOR

14. COAST inl`Monte Carlo Mode
ODASrMC.MA~'( =ODAS-TMC.FOH + CPUJ TIMEFOR

15. TDAST in Monte Carlo Moci-,F
TDASTM.M.AK = TDASTMAC.FOR -+ CPU .TIME.FOR *

16. MOC in Monte Carlo mnode.
PRE-MOC.MAK = PREMOC3,FCH + ANSLFOR + I3lkPCF!L.t:OR
MOCMC.EXE = MOCMVC.FOR + TRNCOV1.F0P. + CNCON',3.fO7R

MOVE3.FOR + PARILOD3.FOR +- RANS.FOR -+ SOLIJTE.FOR -i-
VELO3.FOR

Table 6. PASCAL files fo~r shell programs and preprocessors

VIATPSPOTASTPAS VID-4SIPAS

~PTDAS.A1 M DUPVG.PAS - -iDPJPA
ML-TIRD.PAS jPLTIRIJ.PAS VRESSO. PAS

PRESSO.PAS 1 \MOC.PAS RNL.A

MOE)FLOW. PAS1 FEM.P4,S iBIOPLUM.PASa

____STVI PA _ PODASIMC.PAS _ 'KDASTMC. PAS

PIDALST!~IfL.____ VMCCPAS -RUNH-ELP.PAS
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Table 7. System Utility files

BANNER.FOR {DIRMENU.FOR GWEXP.FOR
GWGATE. FOR TLGRD.FOR OPTIM.FOR 4

SCEN.FOR SRNC.FOR LIST.PAS

2 'LTF PAS GOLA

4CB. THE UNIX ENVIRONMENT

The maini dli~ferenro;o between ffhe UNIX and DO'S versions of the Advisory System
is the operating system. Thm UNiX v,:rsion of the system exploits the multi-user
capabilitieF of the U.NiX system. 'he UJNIX version provides the user with access and
operational colpabilities th;aitL greatly exceed those available in most computers runn~ig
under DOS. However, these exioandiad capabiliiies come with a cost. The UNIX version
of thie Advisoty Systerrn has been writl,.ri to run rmn a Sun Microsystems SPARC 2 or
greater workstaticon. In;.-ddition, the AdLvisory Systemn rErquires the use of Opeqn Windows
version 2.1.1 or greater. Typically, these type of warkstaflons -.ie greater in size and
expense. ',or exariiple, the DOS of the systemn can easily !"e installed on a luptop
computer with suffiCient memnory anid disk spaceý. To date ;c, Ivptop compu~ters
available run the UNIX operating system. '

The UJNiX version is easily modified to- run on aliernatia oisttin ILrunincl
UNIX. Cons~ult your systems site specialist or specific details orho to. ruir thep Advisory
System on workstations other than the8 Sun Microsystems SPARC suries.

The UNIX version of thue Advisory System requires 29.7 MB ol disk space, atlet
4 MB of RAM and a 25 MHz clock. The performance anid speed of the Advisorv System
can be greatly enhanced with increased mernory anid clock'speed. For examp ,le. -a Sunl
Microsystems 'SPARC 10 with 64 MB of RAM and a 33 MHz clock will be able. to execute
the groundwater models and grapi-ics interfaces within the systeml much fast-3r.

The UNIX system provides the user with the ability to ruin the Advisory System

simultaneously with other UNIX software appiicationis, access the sysi ,rr remoitely arid
manip- ulate multiple input arid o)utput files Due to the multiuser abilities of t~he UNIX
operating system, the user is able to run the advisory system in conjunc ion with other
software packages. For example, while running a time intensive model in the Advisory
2ysIUTI, the user can easily initiate. other proces,-es suchi as the mail routine or onie o,
the many editcrs residing on the workstation 'these new processites do) not [aEve tobr
associated with the Advisory System. In addition, the Adviso~ry SyStemn nr:enu wind'owA
can even be ,losied during lonig model runs to make nore room on ttie 3cifeenm for othiiii
activities However, if the user quits3 the Advisory Systemn menu windcow, the syster voll
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terminate and any partially c:mplete model runs will be lost. For additional information
concerning the use of the UNIX system, the reader is i!eiered to any available UNIX text
or the workstation users manual.

The UNIX version also uses "makefiles" to create and link each of the source code
files. Each of these "makefiles" shows how the subroutines are linked, To list these files
use the command "more": refer to Table 1 in subsection II(B) for a complete Vsting of a::
the subroutines, makefiles arid data files.
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Table A-I defines each of the variables used in the flow and
trýznsport equations. In reality, model parameters such as
hydraulic conductivity (K), the dispersion coefficient (D), Darcy
velocity (v), the retardation factor (R), porosity (n) and the
ooundary conditions (Co, dh(xj' 'dx) exhibit uncertainty due to
difficulty in on-site measurement. To compensate for this
variability, these parameters can be modeled as random variables
with known spatial probability distributions.

Table A-1. Parameters in Groundwater Models

S Storativity

_T Transmissivity = K b

K Hydraulic Conductivity

"I R Retardation Factor

D Dispersion Tensor D

v Seepage Velocity Vector

cc' ,c* Pollutant Concentration

n Porosity

b6 Aquifer Thickness

h Hydraulic Head

q Extraction/Injection Rate

X Decaying Factor

2. Finding the distribution of state variables

Once the spatial distribution of the model parameters are
established, the state variables (hydraulic head and contaminant
concentration) are determined from the physical model usinq a
Taylor series expansion. Mathematically, this approximation is
defined as:

i C 1)Pic1p
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6
Si'- DC nA-4)

0.5 • Dp18pj (P1  vP,) (Pi P,) + o{(pý Pp, (A-4)

&

where C represents the state variable for pollutant concentration,
Sp, pi, p, define the groundwater model parametert in groundwater

model, and zp is mean value of p. S

Ignoring higher order terms, the mean and variance of the
contaminant concentration, C , with respect to the physical
parameters p are defined as:

(C) f C (p) f, (p) dp C ((A-5)

Var (C) - j p p (C) ) ( p ) dp

k-k -§OC Cov (Pi, Pj) DC (A-6)•'- •j• Op! OPj

where DC/Op is the sensitivity of contaminant concentration, C to * 0
the model parameter, p. The sensitivity is either calculated
directly using an analytical solution of the governing equation or
indirectly using a numerical model. For the case of analytical
solution, the gradient of C with respect to p is easy to compute,
since C is known explicitly. The difficulty arises when the
analytical solution for the contaminant concentration, C is not
available. The most efficient way is to calculate the sensitivity
implicitly through using the model equations.

Let L represents the formulations of the governing equation
for the groundwatex and contaminant transport model. At fixed
time and place, L is function of C and p, while C is dependent of
p. Since L equals zero, the substantial (total) derivative of L
with respect to variable p also equals zero.

{LCt(L(C (p),p) }0 (A-7)mS

DL D L J C ±L 0 (A-.8)

Dp 5DC D-p Dp
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Therefore, the sensitivity is determined by multiplying the
inverse gradient matrix of L with respect to C and the gradient K]
matrix of L with respect to p.

a"
S- ( -- (A-9)

Op - -3 p

Since the model's governing equations are second-order partial
differential equations, it is not easy to differentiate the
original differential equations with respect to the parameters of
interest. Therefore, the numerical solving scheme (such as finite
elements) is preferred in solving such stochastic groundwater I
contaminant transport problem. In a finite element algorithm, the
numerical approximations of these essential governing equations are
derived to form a sot of discretized linear algebraic equations.
Hence, the differentiation of these linear equations with respect
to both the contaminant concentration C and the model parameter p
is easily calculated. More details on this methodology are I
described in the numerical examp].es presented later in this
Appendix.

Defining the mean and variance of the state (dependent) variables,
the model variability is quantified using the coefficient of I *
variation (COV),

Fa(C) (A-10)
(C )

3. Probability of Remediation Strategy Failure

The probability of remediation failure is defined as the
probability that. the contaminant concentration exceeds the maximum S
al iowabhl concentration level (MCL) . Mathematical.Ly, the-
probability of failure is expressed as

P2 - P (C > MCL) (A-11)

Sand reflects the probability that groundwat~ei quality will not be
maintained. For a specific remediation strategy, M is definred as
the safety margin of groundwat.er quality

S
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M - MCL - C (A-12) ,)

Defining C as a random variable, M is also a random variable with
a mean of • M = MCL- A, and standard deviation aM = a = V({Var (C) }.
Since there is only one random variable in the performance
function. The mean and variance of the Safety Margin are defined
using a Taylor expansion. Noting that the performance function,
equation (A-12) is invariant, the limit-surface addressed by Sitar
(1987) does not need to be considered.

Failure occurs when the estimated contaminant concentration is
greater than MCL :

M < 0 (A-13)

If the distribution of the contaminant concentration is assumed to
follow a normal distribution, M can be scaled to have a mean of 0
and a standard deviation of 1. The reduced variate, M' , also
follows a normal probability distribution and is defined as:

M/ M p (.) C - p (C) (A-14) 0
a (M) G(C)

Using the reduced variate, the probability -f failure is evaluated
in terms of the cumulative distribution. Mathematically, this is
expressed as

Pt FM()( 2 - (C)-- (A-15)

where F(O ) represents the cumulative distribution function, and
O(e ) defines the standard probability density function. Equation
(A-16) illustrates that: the pr,)bability of failure is a function of
the ratio:

- p (M) MCL - p (C) (A-16)
O(M) a (C)

where /3 is often referred to as the safety index. Two important-
issueýs are worth mentioning here. First, the performance S
Iuect ion, equation (A-12) , has only one random variable; therefore,

L82
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the value of 3 is invariant. Secondly, with only second-momen t. )
information, the probability of failure cannot be estimated by
either the Monte Carlo method or the FOSM method (at best, rather
wide bounds can be estimated) . The underlying assumption of this
methodology is that the distribution of the contaminant
concentration follows a normal distribution. Often, the probability
distribution of the contaminant concentration and the resulting
margin of safety do not follow a normal distribution. In such
cases, the distribution of the concentration can be transformed
into an equivalent normal distribution function using the
Rosenblatt transformation (Ang and Tang [1984J ) . Using a Taylor
series to approximate the mean and standard deviation of the
contaminant concentration results in an approximation of the safety
index, P. As a result, the corresponding probability of failure is
also an approximation:

p ( 1 -() (A-17)

where V1() is the standard normal cumulative probability evaluated B
at i.

4. Determining the Ploint Reliability *

The reliability of not exceeding the MCL at any point on
the contaminant site can be calculated as:

R, 1 -P, P(Cls MCLII (A-18)

where i rcpresents the location of a pumping well, and j represents
the position of a monitoring well. Expressing the random variable
in r-(duced variate form yields:

z ..... . (A-19)
a (cij)

i sing tq 1( r-educed variate for m, the probabi lity that the
contaminant concentration will not exceed the MCL is defined as:

MRi Piz - _ P(cj) (A-20)

oa(c,,.)
• 8% S
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As a function of the cumulative probability function, <( * ) the
probability of not exceeding the MCI, is expressed as: 'K)

R ij 'P iM C L i - ( cij ) }•

a (Ci 1 ) (A-21)

Consequently, the reliability of a pump-and -treat remediation
strategy is directly related to the safety index, f. By assuming
the resulting distribution. of the contaminant concentration follows
a normal distribution, the reliability of a specific remediation
strategy can be estimated using only the mean and standard
deviations of the contaminant concentration. As a result, using
the FOSM method in estimating the reliability of the remediation
strategy is much more efficient than using typical Monte Carlo
simulations.

B. Numerical illustrations

In order to demonstrate the implementation of the methodology
discussed here, three examples are presented. in the first
example, a one-dimensional analytical groundwater model with one
and two probabilistic parameters is studied and discussed. The
second example is a two dimensional groundwater transport finite
element numerical model with one and 1-wa model parametcrs as random
variables. The third example is an extension of the second example
with a heterogeneous random field.

1. Example one

To demonstrate the usefulness of the FOSM method for
evaluating the reliability of specific groundwater contaminant
remediation Scuenlrios, a one-dimensional advection diffusion
example for nonreactive dissolved constituents in saturated,
homogeeneous, isotropic media under steady-state, uniform fLow is
presented. Mathematically, one-dimensional transient groundwat7er
pol uitiant tLransport is defined by:

02 C r O dCD - - Vt (A-22)
Ox2  Ox d

and :;ubject t.o the boundary conditions

C(x,O)0, x0aO !
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A

C (0, t) =Co, t A0
c (0, t) =0, t o ý-.)

The analytical solution of equation (A-22) is obtained by
using the Laplace transt-.:,'ation or other mathematical methods, and
yields

0. x Ef xvt Erfc 't(A 23
C', 0 . rr 2V'Dt) + Exp KY) D- 2y~)(-3

where C., C and x represent source concentration, the contaminant
concentration at time t and the distance downstream from the
sources, respectively. The velocity v of the groundwater is
described usinq Darcy's formula (v = k I, where k represents
hydraulic conductivity, and I the hydraulic gradient) , D represents
the longitudinal dispersion coefficient as a function of the
dispersivity within the groundwater media (D U v a, where "a"
represents the dispersivity) .

For this illustrative example, only the dispersivity and
hydraulic conductivity are modeled as random variables with known
probability distributions. The dispersivity is assumed to follow
a normal distribution and the hydraulic conductivity follows a
lognormal distribution. The Taylor expansion of the contaminant*
concentration, C, with respect to the mean of the dispersivity and
the natural log of hydraulic conductivity is defined as:

0 (a o Ic _k IC C (a ]) ± (a 92 [ in (k) p I (k) H~nk)

4C (a 2 . ( in (k) P- n1k )2 0+ o err') (A-24)
]aU 2 i [ in (k)] 2  2

Iqnoring the higher order terms, the approximate mean avtd variance
ot the contaminant concentration, C, are defined with respect to

h- p rnhaih li st- i c modsl paramst.e. .r,,4

In the case where only the hydraulic conductivity is modeled
as a random variable, the; mean and variance of the contaminant
concenUratiori is approximated as:

1.85
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Jc• C ( i.n(k) ) (A-25) "

and

Var (C) ( C 4 Var ( in (k)) (A-26)Var(C • [in (k)]

In the case where bot h hydraulic conductivity and dispersivity
are modeled as random vari.able, the mean and variance of the
contaminant concentration is defined as: S

pcMC (P•,FPnk (A-27)

and

Var (C) Var(a) ([ k Var In (k)) (A-28)
I a 0

For both cases, the partial derivatives 0 C/a a and 0 C/o k are,
defined as:

a CO Coikt((ikt)±x)-
0a 23

2e 4dikt- vr (aikt) 2

C a 43 kt ikt(ikt+x)-3 (A--29)

2/n(a.ikt) 2
X ikt4x

e ax Efrc( -- x-- )
2 V a Lknt

"a2

and
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2 (lit) ait(-ikt)+x)
CO kC 2_ 4T h_ 4(aikt)

e 4aikt (A-30)

x (ikt-x)
2

-a 4dukt -- it ait(ikt+_x))}
S2 V a-lk-t.3

2va7L t4 ( aikt) 2

It: is important to note that, both OC/3a and aC/ak are evaluated
at the mean values of a and ln(k).

For this illustrative examp].e, two simulation scenarios are
considered. The first case consider only one random variable to
illustrate the accuracy of thc FOSM method. The second case is more
complicated and involves two random variables. The second case
presents a more realistic representation of the proposed method.
Table A-2 presents the data for each scenario considered:

Table A--2. Paraimeters values used in the two case designs.

Parameter Case 1 Case 2

set 1 set 2 set 3 set 1 set 2 set 3 0
--3 -4 -5 -3 -4 -5

0.5 0.7 0.9 0.5 0.6 0.7

P., 40 60 30

-., 10 i0 7

The first case assumes hydraulic conductivity k to be the only
random variable following a L.ognormal distribution with mean it likl
mnd standard deviation a,,(, . As shown in Table A-2, three _
difforent mean and variance vwlues for k are examined and compared
using the FOSM method and Monte Carlo simu lation. The
reliabil. ity -maximum concentration level (MCL) relationship resultinrg
from the two methods illustrates a high degree of agreement (see
Figures A l, A-2 and A-3).
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Figure A-I. Comparison of FOSM and Monte Carlo
met-hod, •n• 3,al,{k, 05
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Figure A-2 . Comparison o(f VOSM and Monte Carlo --
fmet-hod, ;li t , 4, 0Ia i ý 0.7.
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'rob It ty of Cr cria Concentroifon
(Relioi ilty af nol greater bhan MCL)

1.0

0.9 .. OS

0.8 / Jonle Ca,'o
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g0.5
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0.2 7
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Figure A-3. Comparison of FOSM and Monte Carlo
method, PL., k = -5, y in, k = 0-. 9

i 0
In the second case, both hydraulic conductivity, k, and

dispersivity, a, are modeled as random variables, Three different
sets of parameters are used in this case as presented in Table A-2.
Again, the results presented in Figures A-4, A-5 and A-6 illustrate
that the reliability-MCL relationship resulting from using the FOSM
method closely resembles the results using Monte Carlo simulation.
However, the results using the NOSM method with higher standard
deviations for the random variables yield an increase in the
skewness of the resulting cumulative distribution function (CDF).

Since the FOSM method can estimate the uncertainty of state
variable appropriately with much less computational effort than the
Monte Carlo simulations, this advantage can be exploited in
constructing the reliability curves or contour associated with
multiple decision factors (such as pollutants release time,
monitoring well position, and MCL) . Figures A-7, A-8 and A-9
illustrate the reliability contours constructed for multiple
decision factors pollutant release time, monitoring well position
and 14CL.
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Probaoiiit of Criteria Concentrat'on
(Relobilil of not grealer 'hun MCL.)
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Figure A-4. Comparison of FOSM and Monte Carlo
method, P-3 G=lnkl = 0.5, pý = 40, 10.
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Figure A-5. Comparison of FOSM and Monte Carlo
method, 1

1
1uk) -4, QoIntk) - 0.6, p,, 60, Q, 10.
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Figure A-6. Comparison of FOSM and. Monte Carlo
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In this illustration, the FOSM method is shown to be an efficient method for
approximating the mean and standad deviation of contaminant concentration, and the K
reliability contour in a one-dimensional, transient state groundwater transport model,
when one or more than one physical parameters is unknown. 4

2. Example two

The previous example shows the application of the FOSM method to the
simple pollutant transport model using an analytical solution. In general, a real site is
much more complicated and inappropriate for an analytical solution. Rather, a numerical
solution is preferred. In this example, the FOSM method is applied to a more
sophisticated problem using numerica! solution. A two-dimensional advection-dispersion
transport problem for a homogeneous medium in a uniform flow field with Dirichlet
boundary condition is studied. The governing equation for this example is defined:

02 C 02C a C 0 C
DI . D --- - __VX ... ._ (A-31)jX2 y2 a X Jt

where the groundwater flow follows Darcy's law (i.e. v,,= k I), and dispersion coefficients
are assumed linear with v, (i.e. D, = a, v., D, = a, v•j. As in example one, this example
considers hydraulic conductivity, k, and the dispersion coefficients, a, a,, as random
variables with log-normal znd normal distributions, respectively.

Using a Galerkin approach, the integration over the problem domain becomes:

0 Bj D( -A CA) cr J D ( O-N cA) dC Q
r A ON X1O A Ox i (A-32)

N,, -Ur A (EN A)d

A Ox tA

In matrix notation, the above system of equation is defined by-

G {C} + U {C} P{ } - { f } (A-33)

ot

where C is the column matrix, of nodal concentrations, f iS the column matrix of the
boundary integral and ,.C/Ot is the column matrix of the time derivative of the nodal
concentrations. The square coefficient matrices, G, U and P correspond to the dispersion
terms, advection terms and mnass terms of the system, respectively. The element matrix
entries for these coefficient matrices are defined as:
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i ( x - iy dxdy (A-34)

U -- v- f f Ný N0dxdy (A-35)

f; f NpN/ dxdy (A-36)

SI

The assembly of the global matrices is preformed by summing each element matrix
within the system. Equation (A-33) is solved with respect to time using a fin;te difference
approximation for a C/a t

p|
G + U P •) {(C}• P { if f (A-37)

At At

Letting L, represents the It" row of the matrix, equation (A-37), yields

L ( i 4 Uli 4 At t i

For a fixed position and time, L, is considered a function of C,1 CiAt't, v, and a, where Ct
and CitAt are also function of v., and a. By definition, the substantial derivative of L.
equals zero. Applying the chain rule yields:

DL1 - LI ac + AL1 6ci, + OL 0 (A-39)
SDv • (DC•A " 3v • oc ,P Ov• Ov•

DL aLj act- At "OL OCI JL 1Da -C t At Ca C (A-40)
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Therefore, the column matrices of first partial derivatives of C with respect to v, and a at
time t+A4t are defined as:

{a . AL L , AL. aG,/ J----
a - , a tit AV, jG c3t0V,

and

oC t AL aL1  0L a Cit
I} - {{- C- -. } { (A-42)

a Aa c) Aa

where
J L1 P11

AL - G 1 4- Uli V .... {A-43)

* At

OL1  AL1 AC i A 0(G 1 1 + Uj 1 ) tAt 22j J (-44
CI V --- (A-4,4)

Lv)x 0 Ci- 0 Vx 0 vx At 0 Vx

and

AL. AL1 AC L (A-45)A a OC t 0a Aa At 0 aa

For each element, 0 (G,+U)/l0 v, and a G, / 0 a are defined as

o (GeI + ULl;) AN,' ANe - - A a dxdy

V" - f J'fa, + a- (A-46)
f -AN Ni'dxdy
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IX)

0 (G I aN1  ONx
- = Vf -v dxdy (A-48)0 at Oy Oy

S

The assembly of the above terms into a global matrix is similar to the assembly of the
matrices G, U and P. Finally, the mean and variance of C,t+At are found to be

JA (Cit  at) C ' (p (in (k)), ;. (a1  ), p (a,)) (A-49) S

(CAtý 2 ( VCL 2

22I(3 CCt ICk" Var(Inlk) )- a tar (a,) (A-50)
Oa (.~ T ,at 0

A -2 A t 2 (
At 2 tAtf

~? ISVa r ( at VX 1 *- VTac in (k))

The solution algorithm of the mean and variance of contaminant concentration is
broken into four steps: a

[1] Initialize J C10
/ 0 a, , 0 C,01(3 aB C,° / 01ln(k).

[2] Solve for matrices from equations (A-43) ,(A-44) and (A-.45).
[3] Solve for column matrices from equations (A-41) and (A-42).
[4] Solve for the mean and variance of Cjt+At from equations (A-49) and (A-50). 0

These computations combine the FOSM method and finite elements and have been
implemented using FORTRAN.

The two examples shown below present and compare the numerical results using both
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FOSM method and Monte Carlo simulations. Moreover, in order to verify the method
using an analytical solution, a line source is placed on one end of the study field to A)
emulate an one-dimensional problem as in case one (Table A-3): i

Table A-3, Input Data for the Case 1.

Initial pollutant concentration (mg/I) 2.0 a

The magnitude of hydraulic gradient 0.1

The contaminant release time(day) 500

IThe down-gradient of the source(m) 10

Desired number of Monte Carlo simulations 200

Mean and standard deviation of log-conductivity(m/day) -3, 0.5

Mean and standard deviation of dispersivity 60, 10

Table A-4. Comparison of Finite Elements and Monte Carlo Simulations for Case 2.

Analytical solution mean value standard COV S 0

deviation

FOSM method 1.21903 0.210508 0.172685

Monte Carlo simulation 1.21992 0.228937 0.187666

FI/n/e element solution

FOSM method 1.26367 0.187178 0.148125

Monte Carlo simulation 1.27021 0.195496 0.153908 S!
The results presented in Table A-4 above show good agreement between the

FOSM method and Monte Carlo simulations, for both the analytical solutions and finite
element solutions. For the second case, smaller values of mean and variance of
hydraulic conductivity and dispersivity are used ( see Table A-5 ). The results are -
presented in Table A-6: showing that the differences between the mean contaminant
concentration values among these four different approaches are very small (less than 1
% ). Also, there is much better agreement between the FOSM method and the Monte
Carlo simulation for the case of finite element solutions.
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Table A-5. Input Data for the Case 1.

Initial pollutant concentration (rmg/I) 2.0

The magnitude of hydraulic gradient 0.1

The contaminant relef- 3e time(day) 500

The down-gradient of the source(m) 10

Desired number of Monte Carlo simulations 200

Mean and standard deviation of 0,0.1
log-conductivity(m/day)

Mean and standard deviation of dispersivity 10, 1

Table A-6. Comparison of Finite Elements and Monte Carlo Simulations for Case 2.

Analytical solution mean value standard COV 0

deviation

FOSM method 1.95116 0.018463 0.009463

Monte Carlo simulation 1.95196 0.012023 0.006159

Finite element solution

FOSM method 1.95144 0.011885 0.006090

Monte Carlo simulation 1.95227 0.011735 0.006011
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3. Example three

For this example, a two-dimensional advection-dispersion transport ior a

heterogeneous medium in a uniform flow field is studied, two types of soils are specified
and they are spatially correlated. For convenience, an index flag, idex(e) is used to
record the type of soii at element (e) within the study site:

D/ (idex ( e) )a (idex ( e) ) x v, ( idex (e) ( A- 51)

v, (idex (e)) k (idex (e)) x I (A-52)

GI j J' {'D, (idex ( e oN r l
ON X (A- 53)

SDt (idex (e ) -!--- --y } dxd~y

S *

U1' vý (idex ( e ) -IV x- N' 1dxdy (A-54)

0~ X

j (idex ( idex e ) }

0 N/ L" N '(A 5

3- N 1} 6 (idex (e ),) dxdy
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0-2-~~~ 4- ' 'v--x e j ___

vx( idex ( 5) -- i(dex (e), j) dxdy (A-57)

~~1 oa, (j ]"vlid -a--, (dx ,_) Oxd 0YsT

where 6(idex(e),j) is the Kronecker delta (i.e. 6(i,j)=1 if i=j, whereas 6(ij)=0 if i • j ).

,Therefore, the resulting mean and variance of Cbtt are

J

SVar (C, ) a (j) Ja -(n COv(a 1 (9), a1 (hi))

1 Oa, (I ) O at (n )

I Z -'-)a --J- '--•,--n-) Coy (a,. (j), a,. (n) ) (A-59)
1 j i O ) 1 n

2C t tAt oe A f

Z > v, (9) v. (n), Coy ( n (k(j)), in (k(n))

The numerical example shows satisfactory results from using the first-order
method comparing to the one from 500 Monte Carlo simulations (Figure A-10). Note thatj the first order method only used 7 cpu time, while 500 Monte Carlo simulations utilized
more than 80 upu time.
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sla gure A-10. The dispersion ofp variation of c e
pollutant in a heterou eteous field with field) T r3, Var~l,,•kI 0-25, j•jý,(ý,, -- -2-5, Var,,,•k). - 0.1,

CO •,,k).,, .•:: 0.04, 60, Var:.,, -- 100, I., , - 70,
Var, ., - 120, Co ,,.=l .

The results presented in this Appendix show that without requiring a full
description of the probability distribution of model parameters, the FOSM method can
still adequately estimate the mean and variance properties of contaminant concentration
predictions in both homogeneous and heterogeneous random fields, The reliability

analysis using FOSM method shows good agreement with Monte Carlo simulations in
both analytical solutions and numerical (finite elements) method. The results illustrate
that a significant tradeoff exists in the amount of computational effort required in
determining the cumulative distribution of the contaminant concentration.
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